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a b s t r a c t 

In visualization systems it is often the case that the changes of the input parameters are not propor- 

tional to the visual change of the generated output. In this paper, we propose a model for enabling 

data-sensitive navigation for user-interface elements. This model is applied to normalize the user in- 

put according to the visual change, and also to visually communicate this normalization. In this way, 

the exploration of heterogeneous data using common interaction elements can be performed in an effi- 

cient way. We apply our model to the field of medical visualization and present guided navigation tools 

for traversing vascular structures and for camera rotation around 3D volumes. The presented examples 

demonstrate that the model scales to user-interface elements where multiple parameters are set simul- 

taneously. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

In interactive visualization systems, parameters are typically set

hrough a wide variety of user interface elements. It is challenging

o design an interface, which would allow the users to efficiently

xplore and analyze complex datasets. It is often necessary to pro-

ide two separate sets of control elements, which respectively pro-

ide coarse and fine parameter adjustments. This approach clearly

oes not scale with the increasing complexity of the data, or with

he increasing generality of visualization systems. 

Specifically, given the non-linear nature of the visualization-

apping functions used to display the data, the changes in the

ser input do not always proportionally reflect the visual changes

n the output image which can make the exploration process

ounter-intuitive. This is, for instance, often an issue in general-

urpose volume rendering applications, where it is not always pos-

ible to prepare adequate presets. In such applications, transfer

unctions have to be adjusted manually, which can be challenging,

articularly for users without a strong technical background. Small

hanges in certain parts of the transfer function may cause signif-

cant changes in the visualization, while modifying the rest of the

ransfer function may not have a strong effect on the output im-

ge. In general, it is hard to predict how the parameter changes

ill influence the output image. 
∗ Corresponding author. 
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Similar problems exist in colorimetry. Most of the color spaces

re perceptually non-uniform, such as the RGB, HLS, or CIE XYZ

olor model. Changes of colors will be perceived differently by the

uman observer depending on their specific location in the color

pace. For this reason, color spaces such as CIELUV were devised,

hich are perceptually uniform. Here, a unit color change leads to

 unit perceptual change, independent of where in the color space

his change occurs. We address a similar issue, but in the area of

uman–computer interaction with interactive visual systems. Our

oal is to make changes in the input parameters more predictable

ith respect to the perceived changes in the output image and to

ctively support users in the anticipation of the expected effects of

he interaction. 

Specifically, we address the problem of unpredictable inter-

ction in medical visualization, where complex 3D volume data

re explored on a regular basis. For this purpose, various types of

nput elements are investigated, realizing different ways of user

nteraction. 

To be able to enhance different kinds of input elements, we in-

roduce a general model of data-sensitive navigation consisting of

wo elements: 

• Data-sensitive manipulation describes how the behavior of input

elements is modified so that changes of the visual output are

made proportional to changes in the user input. 
• Data-sensitive guidance refers to the visual encoding of the in-

formation used for normalizing the output changes to support

users in steering the interaction towards specific goals. 

http://dx.doi.org/10.1016/j.cag.2017.05.012
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cag
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cag.2017.05.012&domain=pdf
mailto:mindek@cg.tuwien.ac.at
http://dx.doi.org/10.1016/j.cag.2017.05.012
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We demonstrate our model by proposing TreeSlider , a novel

data-sensitive navigation tool for the investigation of tree struc-

tures. TreeSlider can be used to traverse vessel trees in order to

identify potential pathologies such as stenoses or occlusions. Radi-

ologists typically have to inspect hundreds to thousands of slices,

and important pathologies can be easily missed. By adapting the

interaction mechanism to the underlying data and explicitly encod-

ing information about potentially important regions in the data, we

show how our approach can assist users in this tedious and time-

consuming task. In the second example, we apply our approach to

the more general scenario of camera manipulation. Here, we show

how viewpoint relevance measures can be employed to provide

additional visual guidance in the interaction with 3D visualizations.

2. Related work 

While the motivation of our work are specific tasks from the

field of medical visualization, our model is generally applicable to

various computer graphics areas where interaction is employed as

well. Therefore, we subsequently review existing literature from

both areas, namely interaction in computer graphics as well as

medical visualization. 

Non-linear interaction. Lindow et al. [1] present a method for

transforming input parameters of visualizations to obtain a lin-

ear relationship between the input and the output. Gavrilescu

et al. [2] customize common interaction elements by visualizing

the amount of change caused by modifying these elements. van

Wijk and Nuij [3] describe a metric for efficiently navigating be-

tween two regions in large 2D environments. Their non-linear ap-

proach simultaneously performs zooming and panning and ensures

a constant change of velocity. Blanch et al. [4] present the seman-

tic pointing interaction metaphor. Objects within a user interface

have two different size properties: one in motor space (impor-

tance for interaction) and the other one in visual space (the dis-

played visual size). Elmqvist and Fekete [5] describe several map-

ping functions for picking objects in a 3D scene by adjusting the

ratio between motor and visual space. In a region without tar-

get objects, the cursor moves fast and is enlarged, whereas when

approaching an object, the cursor progressively becomes smaller

and slower. Chapius et al. [6] present an interaction technique that

couples the size of the cursor to its speed while minimizing vi-

sual distraction. When approaching an object (the closest one),

the area of the cursor decreases until it behaves like a common

point-cursor when hitting the object. Elmqvist et al. [7] propose a

space deformation technique for exploring large geometric spaces

such as maps or networks. They fold the space similar to an ac-

cordion in order to reduce the consumed screen space while si-

multaneously preserving the overall context. Ji and Shen [8] de-

scribe an approach that selects the optimal view of a static scene

by analyzing the opacity, color and curvature of images from var-

ious viewing angles. By employing an optimization to maximize

the perceived information, they achieve smooth and constant vi-

sual changes of the optimal viewpoint in dynamic scenes of time-

varying data. Kohlmann et al. [9] present an interaction metaphor

for linking 2D slice views with 3D volume rendering. Depending

on a minimal set of input parameters such as patient orientation,

local object shape, and viewpoint history, an optimal viewpoint

from a user-picked slice position is determined. In their follow-up

work [10] , they additionally adjust the transfer function within the

3D view in order to reveal the structure of interest without ob-

struction. Wörner and Ertl propose SmoothScroll [11] , an interaction

element for browsing one-dimensional data, which can be hierar-

chically aggregated at multiple levels. This allows for browsing of

very large datasets. Our method is applicable to controls associ-

ated with one-dimensional data, but also to more complex struc-
ures such as trees. We demonstrate this by applying our method

o TreeSlider , a novel interaction element for browsing tree struc-

ures. 

Furthermore, we propose a general model that unifies the con-

ept of remapping the user interaction impact on the input param-

ters and the guidance, which visually hints on how the impact

s remapped. Willett at al. [12] propose guidelines for displaying

uch information. We apply our concept on more complex input

lements, where existing methods are not usable. 

ngiography. The analysis of blood vessels is a crucial and fun-

amental procedure in medicine for investigating embolisms,

alcifications, stenoses, or occlusions within the lung, the brain, or

he peripheral arteries, such as the legs. All these examples share a

ree of the arterial system as basis for their analysis. Starting with

he most basic, but widespread, procedure for analyzing vascular

athologies, all axial or transverse slices of an acquired medical

olume dataset have to be viewed and precisely inspected. Since

his demands a lot of manual work from physicians, Kanitsar

t al. [13] discuss Curved Planar Reformation (CPR), a visualization

echnique that creates a cut along a blood vessel in order to

nspect its interior (or lumen) in an obstruction-free manner. This

pproach significantly reduces the number of images to investi-

ate. Auzinger et al. [14] propose a technique to view the lumen

f blood vessels from unrestricted viewing angles. Portugaller

t al. [15] investigate the importance of viewing slice-images

ogether with supporting techniques such as Maximum Intensity

rojection (MIP). They conclude that transverse slices still play

n essential role in detecting arterial lumen narrowings, although

echniques such as CPR reduce the number of images to analyze.

otivated by this fact, we enhance the well-established and ac-

epted role of transverse-slice images in a data-sensitive manner.

he layout of vascular structures is important when browsing

hrough the vessels. In order to reflect the spatial arrangement

f the investigated blood vessels, Borkin et al. [16] developed a

orizontal arrangement for analyzing the endothelial shear stress

f heart arteries. Although this layout represents the vascular

ystem well, its spatial orientation would be problematic when

nvestigating arteries, such as the ones of the human lower ex-

remities, since these are mostly vertically oriented. We propose

n extended interface element that remedies this problem while

tilizing a well-known interaction paradigm, the slider. Inspired

y the simplicity of a slider and the necessity to browse through

 vessel tree, we combine both aspects into one interface element,

alled TreeSlider . Oeltze and Preim [17] describe an organically

ooking visualization for vascular structures based on convolution

urfaces. The vessel tree is convolved with a Gaussian filter and

rtifacts at branching points, such as bulging or blending, are

andled by reducing the kernel size. Wu et al. [18] propose an

daptive refinement for surface-based vascular visualization to

ave more polygons in regions with high curvature. A comparison

f different surface modeling approaches for visualizing blood

essels is given by Wu et al. [19] . Based on the focus and context

rinciple proposed by Straka et al. [20] , we blend the vessel tree

ver a MIP of the underlying dataset. 

. Data-sensitive navigation 

To address various problems arising in the interaction with vi-

ualization systems through diverse input elements, we present a

odel of data-sensitive navigation. This model can be applied as a

asis for enhancing interaction in various vessel visualization sce-

arios. In its generality, the model could be employed in other ap-

lication areas as well. 

In visual computing, interaction consists of a feedback loop be-

ween the user input and the visual output. The user sets the
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Fig. 1. White arrows represent changes in input space, parameter space, or the out- 

put visualization. (a) User input is directly mapped to the input parameters. The 

changes of the input are not proportional to the changes of the output. (b) Data- 

sensitive manipulation, where the underlying data or the output are used to dy- 

namically scale the changes in the parameter space. In this way, changes in the 

output are proportional to the changes in the input space. The mapping is illus- 

trated with the dashed arrows. (c) The mapping information is displayed in the im- 

age space to guide users during the data-sensitive navigation (yellow arrows). (For 

interpretation of the references to color in this figure legend, the reader is referred 

to the web version of this article.) 
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arameters, he observes the generated output image, and refines

he parameter settings accordingly until the output is satisfactory.

o model this process, we split the data-sensitive navigation into

wo parts – manipulation and guidance . Data-sensitive manipula-

ion transforms the user input with respect to the underlying data,

o that the changes in the input are made proportional to the

hanges of the output. Data-sensitive guidance augments the visual

utput with information derived from the remapping used in the

anipulation stage. The guidance informs the user about the ef-

ects of potential future changes of the input elements. Depending

n the interaction method, the guidance information can overlay

ither the input elements themselves or the output image. The lo-

ation of the overlay is chosen so that the user is not distracted

uring the interaction, yet the guidance information is properly

ommunicated. 

Fig. 1 gives an overview of our proposed model. Fig. 1 (a) shows

he traditional interaction. Changes of the user input are propor-

ional to the changes of the parameter values, which often do not

ave direct semantic relevance to the user. Changes in the out-

ut image, providing the only visual feedback for the user to steer

he input, are typically not proportional to the input changes. The

orst-case scenario is that certain desired outputs are impossible

o achieve with the given input elements. 

.1. Model overview 

Our model addresses this problem in two different ways.

ig. 1 (b) shows data-sensitive manipulation . The goal of this concept
s to non-linearly modify the sensitivity of input elements to make

he changes in the input proportional to visual changes in the out-

ut images. The sensitivity of an input element is the amount

f parameter-value change caused by a unit interaction, i.e., how

uch does the underlying parameter value change if a slider han-

le moves a unit distance. This non-linear sensitivity modification

nsures that the screen-space of the input elements is properly uti-

ized for efficiently controlling the changes in the output. For in-

tance, a slider could be non-linearly rescaled so that larger por-

ions of the slider-track map to the areas of high interest, thus

aking the sensitivity of the slider lower around these areas. 

On the other hand, data-sensitive guidance ( Fig. 1 (c)) displays

athered information about interesting aspects of the underlying

ata in a way that helps users to find them more quickly. An exam-

le is a slider augmented with non-uniform ticks, indicating non-

inear changes in the output with respect to linear slider changes.

his form of visualization reduces the amount of trial-and-error

xploration by steering users in the specification of parameter set-

ings to obtain desired results. Depending on the type of the input

lement, this information can be shown in the output image, or it

an be used to augment the input element itself to make it eas-

er to use. This is illustrated by yellow arrows, which represent the

isplayed guidance information. 

.2. Data-sensitive manipulation 

To consider various input elements, which are used to control

arameters of different types, we use a formalism that describes

he problem of non-proportionality between input and output in a

eneral way. 

A common characteristic of input elements is that they are em-

loyed to specify user input I , which is transformed into parameter

ettings P . These parameter settings are used to generate an output

mage O . Typically, the changes in the input I are not proportional

o the changes in the output O . This is due to the fact that there

s usually a non-linear relationship between P and O , while I is

inearly mapped to P ( �I ∝ �P �∝ �O ). To rectify this situation, it

s necessary to apply a transformation T which introduces a non-

inear relationship between I and P : 

 = T (I) | �I ∝ �O (1)

During data-sensitive navigation, parameter values are deter-

ined by the transformation T ( I ) instead of the traditional linear

apping of I to P . This makes the user interaction proportional to

he visual changes in the output images. 

In most cases, the transformation T cannot be defined analyti-

ally, as this would require a complex mathematical model of the

isualization mapping as well as of the underlying dataset. Such

 model is typically not available. Therefore, we assume that it is

ossible to define a function d ( P ) which estimates the importance

f the respective output image O generated from the given param-

ter settings P . Alternatively, d ( P ) can be defined as the magnitude

f change of O with respect to P . The transformation T is then con-

tructed from d as described below. The function d is obtained by

ampling the parameter space and applying an adequate interpola-

ion. Such an approach was employed by Lindow at al. [1] . 

Fig. 2 illustrates how the transformation T is constructed from

he sampled importance function d . First, n samples of the function

 are taken by analyzing the corresponding output images. These

ampled importance values are then normalized so that their sum

s equal to the range of the given input element. The normalized

ample values are denoted as d ′ ( s i ). The input domain is split into

egions corresponding to individual samples. The size of each re-

ion is proportional to the normalized importance d ′ ( s i ) of the re-

pective sample s i . If all outputs would have equal importance, the

nput domain would be split into regions of equal size and the
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a b

Fig. 2. Transformation T of an input to get a parameter value, indicated by gray ar- 

rows. The red dot indicates the input, e.g., a slider position, the blue dot shows the 

parameter value. The black dots are the sample positions s i in the parameter space, 

while d ′ ( s i ) is the normalized importance d ( s i ) of the sample s i . (a) Transforma- 

tion T if importance values of all samples are uniform (data-sensitive manipulation 

is disabled). (b) Transformation T if the samples have non-uniform importance val- 

ues (data-sensitive manipulation is enabled). (For interpretation of the references to 

color in this figure legend, the reader is referred to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Data-sensitive navigation applied to a simple slider for volume slicing of a 

CTA dataset of an aneurysm (marked with the red circle). (a) The red line represents 

a slider. The visual guidance information shown to enhance the usability of the 

data-sensitive slider is depicted in blue (global encoding) and green (local encoding) 

color. (b) A volume rendering of the entire dataset for overview. (For interpretation 

of the references to color in this figure legend, the reader is referred to the web 

version of this article.) 
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input would be mapped to the parameter values in a traditional,

linear way ( Fig. 2 (a)). If each output would be assigned a differ-

ent importance, parameter-space regions with higher importance

would be assigned larger regions of the input domain, e.g., ranges

in a slider ( Fig. 2 (b)). Essentially, the sensitivity of the input ele-

ment is modified in such a way that its resolution is increased in

those areas, which account for more visual changes in the output

image. 

3.3. Data-sensitive guidance 

As previously explained, data-sensitive manipulation changes

the way how the user input maps to the displayed output in

traditional interactive environments. This mapping, achieved

through the transformation T , allocates more screen-space of the

interaction elements to those parts of the parameter space that

account for greater visual changes of the output images. How-

ever, this might not always be apparent by observing the output

image alone. Even though the resolution of the input element

is increased in potential regions of high interest, the non-linear

mapping between the input and the output through the abstract

parameter space might cause confusion for the user. Therefore, in

addition to data-sensitive manipulation, we employ the concept

of data-sensitive guidance. Data-sensitive guidance is a way of

displaying the importance function in image space to steer the

user while they are interacting with the system. In this context,

the image space is either the output visualization, any linked view,

or the portion of the screen where the graphical representation of

the input element itself is placed. Hence, it is possible to show the

guidance information wherever it is most suitable for the given

application and interaction type. This is indicated in Fig. 1 (c) as the

yellow arrow between the parameter space and the image space. 

Since there are many different ways how the importance can

be shown, we categorize them into two groups: 

Local encoding. The importance value is shown for the current pa-

rameter settings or its close neighborhood. This type of encoding

is useful if a continuous path within the parameter space needs

to be explored by the user. The local encoding of the importance

guides the user where to go next from the current parameter set-

tings, or how fast can they proceed. For instance, when traversing

blood vessels, the user moves through the vessels continuously. It

is unlikely that they will jump from the current position within

the vessel to other than neighboring positions. In this case, the lo-

cal encoding is sufficient to provide the guidance in the traversal

process. 

Global encoding. The importance is visualized for the whole input

domain or the parameter space. This type of encoding is useful

if the parameter space is not necessarily explored in a continu-

ous manner. Therefore, the importance is shown for all available
hoices to help the user decide on how to change the input. An ex-

mple is selecting adequate viewpoints in the visualization of 3D

bjects. It is not essential that the viewpoints are continuously ex-

lored, but good ones need to be found. In this case, the global

ncoding of the importance is appropriate. 

Displaying importance instead of (or in addition to) the non-

inear mapping of the input to the parameter values helps guiding

he user towards areas of potentially high interest within the ex-

lored data. In the following sections we present several ways how

his type of visualization can be utilized to steer the navigation in

nteractive visualization systems. 

Fig. 3 illustrates data-sensitive navigation on a simple slider

shown in red color) used for traversing a stack of slices of a vol-

me dataset. The sensitivity of the slider is modified using data-

ensitive manipulation, so that it provides more resolution around

he areas of interest (in this case, an aneurysm). A simple pixel

ifference between consecutive slices is used as the importance

unction, while the transformation T is constructed as illustrated

n Fig. 2 . In this way, the slices, where significant visual changes

ccur, are considered as areas of high interest. Because of the un-

ven shape of the aneurysm, this metric assigns high importance

o the areas around it. 

The importance function used to construct the transformation

 from the input to the parameter space is visualized next to the

lider in blue color. This visual guidance in the form of ticks in-

icates how the screen-space of the slider is allocated to individ-

al parts of the slice stack. Areas with higher importance values

re indicated by a higher density of the ticks. This is an exam-

le of global guidance encoding. It gives the user the possibility to

uickly locate areas of potential interest, as well as means for esti-

ating their extent. The green arrow is an example of local guid-

nce encoding. It links the current slider position to the visualized

mportance function. 

. Applications 

The goal of this paper is to describe how data-sensitive navi-

ation can be employed to address interaction issues in medical

isualization. Therefore, we apply our concept in two interaction
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Fig. 4. Different states of a TreeSlider are shown in (a)–(d). (a) TreeSlider and its components, (b) If the handle is moved close to a point where the tree branches, a fork 

continuously appears. (c) If the handle is within the fork area, it can be moved vertically to choose other branches of the tree for traversal. (d) The traversal continues on the 

chosen path. In (e)–(h), the traversed tree is shown. The active path is depicted in red color, the green circle represents a branching node, while the black circle represents 

the current position set by the TreeSlider. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 5. A directed acyclic graph with two paths (marked blue and red). The relative 

positions of the fork node b on these two paths are not equal. Therefore, if the user 

changes between the paths, the position of the fork node b has to be remapped so 

that the respective branching indicator does not move during the switching of the 

paths. (For interpretation of the references to color in this figure legend, the reader 

is referred to the web version of this article.) 
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se-cases typical in medical visualization. The first use case is the

xamination of vascular structures. It is an interaction task com-

only performed by medical personnel. The second use case is

 more general one, i.e., the rotation of 3D objects. This task is

erformed in situations where 3D visualization is applied, such as

urgery planning. 

.1. Data-sensitive vessel traversal 

The examination of vascular structures is an important topic

n medical visualization [13,14,17] . Vascular pathologies such as

tenoses, i.e., an abnormal narrowing of blood vessels, or vascu-

ar calcifications, i.e., mineral deposition inside a blood vessel, po-

entially leading to a blockage of the blood flow, are often small in

elation to the acquired data. However, their examination is of crit-

cal importance. Since vascular structures usually consist of many

ranches, examining all of them simultaneously or sequentially is

 cumbersome task. The vascular structures are modeled by a tree

eferred to as vessel tree . 

.1.1. TreeSlider 

To free physicians from the laborious process of inspecting the

ntire vessel tree by repeatedly choosing a path and traversing

t using a simple slider, we introduce a novel interaction ele-

ent, called TreeSlider . TreeSlider allows users to specify a position

ithin a tree structure. In case of blood vessel traversal, a slice of

he underlying data perpendicular to the vessel tree at the position

pecified by the TreeSlider is taken and presented to the user. The

erpendicular slices are calculated using rotation minimizing frames

21] . In this way, using TreeSlider it is possible to traverse the en-

ire vessel tree without the necessity of traversing the same part

f the tree multiple times. 

In order to make the TreeSlider an efficient interaction element

or traversing tree structures, it is required to: 

• be scalable – the image-space dedicated to the TreeSlider has

to be as small as possible even when traversing large trees, 
• allow users to visit every part of the tree, 
• support data-sensitive navigation. 

To satisfy these requirements, we utilize the design of a clas-

ic slider, which consists of a single line called track , and a han-

le which is dragged along the track. The position of the handle

epresents the slider value, which is mapped to a position on a

ath between the root node and a specific leaf node of the vessel

ree. Since only one path is traversed at a time, the screen-space

f the slider does not have to account for all the tree branches

t the same time, thus maintaining scalability, as defined in the

rst requirement. The components of the TreeSlider are shown in

ig. 4 (a). 
According to the second requirement, the user has to be able

o visit every part of the tree. Therefore, the path mapped to the

lider track can be changed through an element called fork . Forks

re elements displaying all branches of the tree originating in a

pecific node. Forks are placed on the slider track at positions cor-

esponding to these nodes where the tree branches (nodes with

ore than one child). Through these nodes, which we refer to as

ork nodes , the currently traversed path can be changed. By default,

he forks are invisible and their positions on the track are illus-

rated by dots called branching indicators . 

If the handle is near a branching indicator, the fork appears. It

onsists of several parallel lines, each representing one alternative

ath where the user can go from the respective branching node. At

his point, the handle can be moved vertically to switch between

ossible paths. This process is illustrated in Fig. 4 (b) and (c). As

he user moves the handle further along the track, the fork contin-

ously collapses to bring the handle back to the track ( Fig. 4 (d)).

ow the track maps to a different path within the tree. Fig. 4 (e)–

h) shows how the traversed path is changed using the fork. 

The problem with switching the paths is that the relative posi-

ions of the fork node within different paths may be different. The

roblem is illustrated in Fig. 5 . Suppose the current path is the one

arked in blue. If the handle reaches the fork node b , it is possi-

le to switch the current path to the one marked in red. However,

he position of the fork node b is much further down the red path

han it is within the blue path. 

This would result in discontinuities in the interaction with the

reeSlider. Therefore, when switching the paths through a fork

ode, its position within the new path is linearly remapped so

hat it matches the position in the previous path. This is achieved

y scaling the portion of the TreeSlider track representing the

ath before the fork node and the portion after it. In this way,

he respective branching indicator does not move during the path

witching. As the user moves the handle away from the fork af-

er switching the paths, the scaling factors of both parts of the

reeSlider track are continuously interpolated to the original val-

es. In this way, the remapping is continuously reduced as the user
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Fig. 6. Traversal of a vessel tree in a CTA scan using the TreeSlider. (a) Axial slices 

through the selected point (marked with red circles) and a slice perpendicular to 

the vessel tree at the current position are shown above the TreeSlider. (b) The vessel 

tree is overlaid on top of a 3D visualization of the dataset as an overview. All views 

in (a) and (b) are linked together. (For interpretation of the references to color in 

this figure legend, the reader is referred to the web version of this article.) 
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is moving the handle. This allows users to seamlessly switch be-

tween different paths within the tree. 

This mechanism might cause discontinuities in the interaction

if two forks nodes are close to each other as it might be impos-

sible to smoothly remove the remapping before the second fork is

reached. Therefore, for multiple fork nodes, which are closer than

a specified threshold, we only use a single fork. This fork contains

all the branches of the concerned fork nodes. This is useful in sce-

narios such as blood vessel traversal, as vessel trees rarely contain

nodes with more than two branches. However, several branching

nodes may be close together. Using a single fork for these nodes is

therefore an efficient option. 

4.1.2. Data-sensitive TreeSlider 

In order to make the interaction with the TreeSlider data-

sensitive, we split the traversed tree into segments separated by

the fork nodes. Since there is exactly one path between each pair

of fork nodes, we can treat each segment in the same way as if it

were a simple one-dimensional slider. 

In order for the data-sensitive navigation to work, we need the

function d ( P ) specifying the importance for every position P on

the tree. In our specific case, we use the difference of consec-

utive slices based on the mean square metric. The resolution of

the TreeSlider is effectively increased in those areas where strong

changes in the slices around the blood vessels occur. 

Additionally, we also want to take the structure of the vessel

tree into account. The most important structural features of the

vessel tree are branchings, i.e., the fork nodes. Therefore, we in-

crease the importance values for all points along the vessel tree

which are close to a fork node. In this way, the resolution of the

TreeSlider is also increased near branchings of the vessel tree. This

demonstrates that complex data models can be used to construct

the transformation T to realize data-sensitive navigation. 

Fig. 6 shows our interface for vessel traversal using the

TreeSlider. In Fig. 6 (a), the TreeSlider with the locally encoded

guidance (red arrows) is shown. The guidance indicates how

sensitive the TreeSlider will be when moving the handle in the
espective directions. Since the TreeSlider is used to continuously

raverse the tree, locally encoded guidance is adequate. 

Above the slider, four slices of the volume data are given. These

re three axial slices passing through the slider position, and a

lice perpendicular to the path in the vessel tree. The slice views

re linked with a 3D overview visualization ( Fig. 6 (b)), where the

ntire vessel tree overlays a Maximum Intensity Projection (MIP)

f the dataset. In each of these linked views, the slider position is

epicted as a red dot. The 3D overview also contains globally en-

oded guidance information, where high importance along a blood

essel is shown in red, while low importance is indicated in black.

n this way, the users immediately see areas of high importance. 

.1.3. TreeSlider evaluation 

In order to gain an insight of how people interact with the

reeSlider, we conducted a usability experiment. The experiment

as performed with nine participants, all of them Master and

h.D. students in computer science familiar with medical volume

ata. Since the participants are not medical professionals, we

esigned the task to show whether the TreeSlider can be easily

nderstood in a general use scenario, not necessarily linked to the

edical domain. 

The participants used the interface shown in Fig. 6 . They could

nteract with the TreeSlider, while observing the cursor movement

long the vessel tree. After a short explanation of the functionality

f the TreeSlider, we asked them to perform the following task: a

lue dot is displayed at a random position on the vessel tree; use the

reeSlider to move the cursor along the vessel tree to the position of

he blue dot. After the position of the dot is reached, the dot moves to

 new random position and the task is repeated. 

We asked the subjects to always move the cursor to the posi-

ion of the dot in the most efficient way, i.e., using the shortest

ossible path. This task tests the ability of the users to navigate

hrough the tree with the TreeSlider in a desired manner. 

For each run, we record the starting position, the position of

he dot, and the path along which the cursor is moved. We de-

ermine the optimality of the recorded path, which we define as

he percentage of the recorded path that overlaps with the short-

st possible path calculated by the Dijkstra algorithm. 

In total, the participants performed 232 iterations of the task.

he average optimality of all recorded paths was 95%. This was

ainly due to movements of the cursor around forks. This find-

ng suggests that the TreeSlider can be efficiently used to traverse

ree structures. 

Additionally, we gathered informal user feedback from the test

ubjects. In general, they liked the concept of the TreeSlider. Some

f them reported that it was enjoyable to interact with it. The sub-

ects did not report any problems with the scaling of the TreeSlider

rack during branch switching. We attribute this to the fact that

he linear remapping of the fork positions only temporally changes

he sensitivity of the TreeSlider interaction and the users can com-

ensate for it by a continuous movement of the handle. 

Some concerns were raised regarding the mapping between a

ork of the TreeSlider and a branching in the traversed tree. From

he visual representation of the fork, it might not be immediately

lear, which branch maps to which line within the fork and, hence,

t has to be determined by trial-and-error. This is not a significant

ssue when traversing vessel trees, since the forks typically only

onsist of two to three branches. The problem could be solved

y visual mapping, such as using different colors for different

ranches both in the TreeSlider and the underlying visualization. 

However, in the medical scenario this might be unnecessary,

ince the TreeSlider is designed in a way that the user does

ot have to look at it during the interaction. This is due to the

act that it uses relative changes of the mouse input instead of

bsolute positions. As confirmed by a domain expert in radiology,
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Fig. 7. Mouse input of the Arcball rotation. m c (blue) is the input vector whose 

length is limited to the interval [0, 1]. ˆ m c is the normalized vector m c . p 0 is the 

original mouse position, p c is the new mouse position. For every mouse movement, 

we can only consider importance values along the vector ˆ m c . In this way, the 2D 

mouse input is in each step reduced to a 1D problem as illustrated in Fig. 2 . ˆ m c 

represents the whole slider and p c represents the current slider position. The red 

dots show where the importance map z (show in the background – black areas 

are least important, red areas are most important) is sampled in order to produce 

the importance function for 1D data-sensitive navigation. (For interpretation of the 

references to color in this figure legend, the reader is referred to the web version 

of this article.) 
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his supports the usual workflow in radiology. It is important

hat the domain experts can keep their attention focused at the

nderlying visualization rather than the user interface while ex-

mining the data. The locally encoded guidance, which augments

he TreeSlider, is mostly useful when users wish to continue the

nteraction after it was interrupted. 

We asked our test subjects whether they were looking at the

reeSlider while interacting with it. Some of them realized that

his is not necessary, even though we did not instruct them not

o look at the TreeSlider while completing the task. This suggests

hat it is intuitive to use the TreeSlider without looking at it, mak-

ng it suitable for the use in the medical domain. 

Despite these findings, it is a point for future work to clearly

ndicate the mapping between the TreeSlider forks and the tree

ranchings in the visual representation. This will ensure that the

reeSlider can be used outside of the medical domain and to effi-

iently traverse trees with nodes of higher degrees. 

.2. Data-sensitive 3D object rotation 

So far we have shown how data-sensitive navigation can be ap-

lied in a 2D interaction scenario. Such scenarios are often used in

he diagnostic process. 

However, there are applications for the use of 3D visualiza-

ion in the medical domain as well. These include interdisciplinary

ommunication, knowledge transfer, but also more specific tasks

uch as surgery planning. In these applications, more complex

ethods of interaction are usually required in order to generate

esired views. Generally, these interaction methods require an in-

uitive control of several parameters at the same time, e.g., 3D

amera settings. 

Our model of data-sensitive navigation can be applied to in-

eraction widgets, which control multiple parameters at the same

ime, and therefore support various tasks utilizing 3D visualization.

o demonstrate this, we apply the model to Arcball rotation of 3D

bjects [22] . 

The data-sensitive navigation applied to the object rotation

akes sense if we want to increase the precision of the rotation

round interesting viewpoints, while keeping the rotation relatively

ast around viewpoints without interesting features. In this partic-

lar example, we apply our model to a visualization of a simple CT

can of a human head, where there is a clear distinction between

eature-rich and featureless areas (face and neck versus occipital

nd parietal bones). In this way, the principles of the data-sensitive

avigation are demonstrated in a tangible way. 

The assumption of applying the data-sensitive navigation is that

here is a function d(v ) which evaluates the importance of the

iven viewpoint v . There are numerous viewpoint-evaluation tech-

iques that can be used [23,24] . For our application, we employ a

imple importance function, which evaluates the number of edges

isible from each viewpoint. This is achieved by summing the pixel

ntensities of the image rendered from the given viewpoint pro-

essed by the Sobel operator. The assumption is that more edges

ndicate more visible features. 

In Arcball rotation, the user input consists of a screen-space 2D

nput vector, usually provided as mouse input, which maps to a

uaternion-represented rotation of the displayed 3D object. In or-

er to apply data-sensitive navigation, we sample the importance

unction d(v c ) at each possible viewpoint v c , which can be ob-

ained from all the possible input vectors sampled with a fixed

esolution. In this way, we get a 2D importance map z of the sized

ependent on the sampling resolution. 

In order to apply data-sensitive manipulation, we cannot

imply apply the transformation T to the input vector, since this

ight result in the discontinuities in the transformed input.
herefore, we reduce the transformation of the Arcball input to a

ne-dimensional problem. 

Fig. 7 shows how the 2D Arcball interaction can be reduced to a

D remapping problem. ˆ m c is the normalization of the input vec-

or m c . It represents the maximum length of the input vector in

his direction. ˆ m c can be viewed as a one-dimensional slider as

hown in Fig. 2 , where p c is the current slider position. By sam-

ling the map z ( m c ), which is transformed so that p 0 is in its mid-

le, the importance along the slider is obtained. Now it is possible

o transform the point p c through data-sensitive manipulation as if

t was a handle of a one-dimensional data-sensitive slider. In this

ay, the speed of the Arcball rotation is adjusted so that it is pro-

ortional to the perceived change of the rendered image by taking

he underlying data into account. In this way, the rotation is made

lower, and thus more precise, over areas of high importance. 

In addition to data-sensitive manipulation, we apply both the

lobal and the local encoding for data-sensitive guidance. The glob-

lly encoded guidance consists of a sphere placed in the lower

ight corner of the image, which we refer to as navigation sphere .

he navigation sphere has the same orientation as the rendered

bjects. The surface of the navigation sphere encodes the impor-

ance for all viewpoints in color (black for least important, red for

ost important). Additionally, we overlay the importance map z

nto the image whenever the user rotates the object. This encod-

ng indicates where the user has to drag the mouse in order to dis-

lay viewpoints with high importance. We apply a simple image-

rocessing filter on the map z which increases the contrast of the

mage, helping the user to pick important regions. According to the

pecific application, this filter could be replaced by a different one,
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Fig. 8. Visualization of the importance using the navigation sphere and vignetting. 

(a) A feature-rich area is shown without vignetting. The front-facing part of the 

navigation sphere is red, indicating high importance. (b) If a featureless area is dis- 

played, vignetting is introduced to indicate the low importance. It is also visible 

through the black color of the navigation sphere. (For interpretation of the refer- 

ences to color in this figure legend, the reader is referred to the web version of this 

article.) 
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e.g., an iso-contour detection filter to group regions of similar im-

portance together. 

For locally-encoded guidance, we employ a vignetting effect,

whose strength is modulated by the importance of the current

viewpoint. This means that the edges of the image get brighter if

more important viewpoints are shown, and thus guide the user’s

attention. Both vignetting and the navigation sphere are shown in

Fig. 8 , while the importance map overlay is shown in Fig. 9 . 
Fig. 9. Visual guidance for 3D object rotation. The white dotted line indicates the 

input vector for the Arcball rotation. (a) Initial position. The red color indicates 

where to move the mouse to rotate the object to a more interesting viewpoint. (b) 

The mouse was moved towards the red area to reveal interesting features around 

the neck and jaw. (c) The mouse was moved towards another red area to show the 

face. Since a large portion of the image comprises the featureless forehead, this red 

area is less pronounced. (d) The mouse moves towards an area of low interest de- 

noted by the lack of red color. Featureless occipital and parietal bones are shown. 

The low importance is visible from the dark navigation sphere, as well as darker 

borders caused by the vignetting. (For interpretation of the references to color in 

this figure legend, the reader is referred to the web version of this article.) 
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. Discussion and limitations 

The aim of our work is to enhance input elements used in med-

cal visualization. Since the commonly employed elements are very

iverse, we propose a model of data-sensitive navigation, which is

ndependent of the user interface. The model describes how the

nderlying data can be utilized to make changes in the input pro-

ortional to the changes of the output, and how these changes can

e visually encoded. 

The computational overhead of applying our model is the eval-

ation of the importance function for the individual data samples.

herefore, it is highly dependent on the dataset size and the com-

lexity of the importance function. In our examples, the overhead

as in the order of milliseconds for the vessel exploration, and in

he order of seconds for the 3D rotation, for medium-sized datasets

approx. 512 3 voxels). However, the importance function can be

recalculated, which ensures that the overhead during the inter-

ction is negligible. 

In addition to the concept of data-sensitive navigation, we pro-

osed the TreeSlider. It is a a novel interaction element implement-

ng the data-sensitive navigation model, which we employ for the

raversal of vascular structures. 

Unlike our 3D rotation example, the TreeSlider extends the way

ow such widgets are commonly understood and interacted with,

ince the same visual element represents different tree branches.

herefore, we performed an experiment to help us understand how

eople interact with the TreeSlider. 

The main limitation of the TreeSlider as a general-purpose

nput element is its inability to handle tree nodes of high de-

rees. Without making the screen-space of the TreeSlider wider,

he too many branches originating in a single fork node might

ave to be displayed too close together in the fork, preventing

sers from easily switching between the branches. This limitation

ould be overcome by using the mouse wheel to switch between

ranches instead of using the vertical movement. However, this

imitation does not apply in scenarios where degrees of the nodes

re relatively low, such as in the traversal of large vessels in the

eripheral vascular system. 

We showed TreeSlider to a radiologist, who found the idea

nteresting and potentially useful. In the future, we are planning

o conduct a thorough evaluation of the TreeSlider applied in

adiology. 

We realized the TreeSlider as a self-contained, open-source Qt

idget. The source code is available for download. 1 

. Conclusions 

In this paper, we address the problem of unpredictable user in-

ut for medical visualization. To tackle the challenge of an efficient

nd intuitive interaction, we propose a general model, which can

e used to improve navigation in visual-computing applications in

eneral. The model consists of data-sensitive manipulation, a way

f making changes in the user input and output proportional, and

ata-sensitive guidance, which displays the remapping information

o steer the user interaction. 

To showcase our model, we propose the TreeSlider, a novel in-

eraction element for traversing tree structures. We demonstrate

hat both data-sensitive manipulation and guidance can be applied

o the TreeSlider to efficiently traverse vascular structures. Addi-

ionally, we apply data-sensitive navigation to the rotation of 3D

bjects. This indicates, that our method is scalable to multidimen-

ional input elements as well. 
1 https://cg.tuwien.ac.at/downloads/treeslider . 

https://cg.tuwien.ac.at/downloads/treeslider
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Although we only used medical-visualization examples, data-

ensitive navigation seems applicable to many other areas as well,

uch as information visualization, visual analytics, and more gen-

rally visual computing. 
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