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Abstract—In volume rendering, it is very difficult to simultaneously visualize interior and exterior structures while preserving clear

shape cues. Highly transparent transfer functions produce cluttered images with many overlapping structures, while clipping

techniques completely remove possibly important context information. In this paper, we present a new model for volume rendering,

inspired by techniques from illustration. It provides a means of interactively inspecting the interior of a volumetric data set in a feature-

driven way which retains context information. The context-preserving volume rendering model uses a function of shading intensity,

gradient magnitude, distance to the eye point, and previously accumulated opacity to selectively reduce the opacity in less important

data regions. It is controlled by two user-specified parameters. This new method represents an alternative to conventional clipping

techniques, sharing their easy and intuitive user control, but does not suffer from the drawback of missing context information.

Index Terms—Illustrative visualization, focus+context techniques, volume rendering.

Ç

1 INTRODUCTION

IN direct volume rendering, basically every single sample
contributes to the final image allowing simultaneous

visualization of surfaces and internal structures. However,
in practice it is rather difficult and time-demanding to
specify an appropriate transfer function. Due to the
exponential attenuation, objects occluded by other semi-
transparent objects are difficult to recognize. Furthermore,
reducing opacities also results in reduced shading con-
tributions per sample, which causes a loss of shape cues, as
shown in Fig. 1a. One approach to overcome this difficulty
is to use steep transfer functions, i.e., those with rapidly
increasing opacities at particular value ranges of interest.
This strengthens depth cues by creating the appearance of
surfaces within the volume, but it does so by hiding all
information in some regions of the volume, sacrificing a key
advantage of volume rendering. Fig. 1b shows an example.

Volume clipping usually plays a decisive role in under-
standing 3D volumetric data sets. It allows us to cut away
selected parts of the volume, based on the position of voxels
in the data set. Very often, clipping is the only way to
uncover important, otherwise hidden, details of a data set.
These clipping operations are generally not data-aware and
do not take into account features of the volume. Conse-
quently, clipping can also remove important context
information, leading to confusing and partly misleading
result images as displayed in Fig. 1c.

In order to resolve these issues, we propose to only
suppress regions which do not contain strong features
when browsing through the volume. Our idea is based on
the observation that large, highly lit regions usually
correspond to rather homogenous areas which do not
contain characteristic features. While the position and shape
of specular highlights, for example, provide good cues for
perceiving the curvature of a surface, the area inside the
highlight could also be used to display other information.
Thus, we propose to make this area transparent, allowing
the user to see the interior of the volume.

In illustrations, artists use ghosting to visualize important
internal as well as external structures. Less significant items
are just faintly indicated through outlines or transparency.
For example, rather flat surfaces are faded from opaque to
transparent to reveal the interior of an object. Detailed
structures are still displayed with high opacity. An example
is shown in the technical illustration in Fig. 2: While the
door is almost fully transparent, small features such as the
door knob are depicted opaque. The goal of this illustration
technique is to provide enough hints to enable viewers to
mentally complete the partly removed structures. Unlike
cutaways, which completely remove occluding objects,
ghosting is less invasive in the sense that important features
remain visible even when they occlude structures of
primary interest.

Using our idea of lighting-driven feature classification,
we can easily mimic this artistic concept in an illustrative
volume rendering model. Our approach allows context-
preserving and smooth clipping by adjusting the model
parameters. The approach of clipping planes is extended to
allow feature-aware clipping. Fig. 1d shows a result
achieved with our method—the blood vessels inside the
head are revealed while preserving context information.

This paper is based on our previous model for context-
preserving exploration of volumetric data [1]. It presents a
more detailed explanation of the basic model and extends it
to multiple light sources. Additional applications, such as
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the visualization of photographic volume data and the
integration into a volume segmentation pipeline, are
discussed. The paper is structured as follows: Section 2
discusses related work. In Section 3, the basic context-
preserving volume rendering model and its extensions are
explained. Section 4 presents results and applications
achieved with our technique. Section 5 discusses the
advantages of our new approach. Implementation details
are given in Section 6. The paper is concluded in Section 7.

2 RELATED WORK

We draw our inspiration mainly from three areas of
research in volume visualization: volume clipping, transfer
functions, and illustrative techniques.

The basic problem of clipping planes is that context
information is unselectively removed when inspecting the
interior of an object. There are approaches which try to
remedy this deficiency by using more complex clipping

geometry. Weiskopf et al. [2], [3] present techniques for

interactively applying arbitrary convex and concave clipping

objects. Konrad-Verse et al. [4] use a mesh which can be

flexibly deformed by the user with an adjustable sphere of

influence. Zhou et al. [5] propose the use of distance to

emphasize and deemphasize different regions. They use the

distance from a focal point to directly modulate the opacity at

each sample position. Thus, their approach can be seen as a

generalization of binary clipping. Volume sculpting, pro-

posed by Wang and Kaufman [6], enables interactive carving

of volumetric data. An automated way of performing view-

dependent clipping operations has been presented by Viola et

al. [7], [8]. Inspired by cutaway views, which are commonly

used in technical illustrations, they apply different composit-

ing strategies to prevent an object from being occluded by a

less important object.
Multidimensional transfer functions have been proposed

to extend the classification space and to allow better

selection of features. Kniss et al. [9], [10] use a two-

dimensional transfer function based on scalar value and

gradient magnitude to effectively extract specific material

boundaries and convey subtle surface properties. Hladůvka

et al. [11] propose the concept of curvature-based transfer

functions. Kindlmann et al. [12] employ curvature informa-

tion to achieve illustrative effects, such as ridge and valley

enhancement. Lum and Ma [13] assign colors and opacities

as well as parameters of the illumination model through a

transfer function lookup. They apply a two-dimensional

transfer function to emphasize material boundaries using

illumination. While there are many advantages of multi-

dimensional approaches, the extension of the domain

requires a well-designed user interface to cope with this

increased complexity.
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Fig. 1. Four different visualizations of a contrast-enhanced CT angiography data set. The illustration below each image depicts the basic opacity

specification strategy. (a) Gradient-magnitude opacity-modulation. (b) Direct volume rendering. (c) Direct volume rendering with cutting plane.

(d) Context-preserving volume rendering.

Fig. 2. Technical illustration using ghosting to display interior structures.



While the field of nonphotorealistic rendering is more
concerned with imitating artistic styles in an automated
way, illustrative visualization goes one step further and
tries to apply these techniques to enhance visual compre-
hension. The inherent complexity of volumetric data has led
to a considerable amount of research in illustrative
techniques for volume visualization. A common illustrative
method is gradient-magnitude opacity-modulation. Levoy
[14] proposes modulating the opacity at a sample position
using the magnitude of the local gradient. This is an
effective way to enhance surfaces in volume rendering, as
homogeneous regions are suppressed. Based on this idea,
Ebert and Rheingans [15], [16] present several illustrative
techniques which enhance features and add depth and
orientation cues. They also propose locally applying these
methods for regional enhancement. Using similar methods,
Lu et al. [17], [18] developed an interactive direct volume
illustration system that simulates traditional stipple draw-
ing. Csébfalvi et al. [19] visualize object contours based on
the magnitude of local gradients as well as on the angle
between viewing direction and gradient vector using depth-
shaded maximum intensity projection. The concept of two-
level volume rendering, proposed by Hauser et al. [20], [21],
allows focus+context visualization of volume data. Differ-
ent rendering styles, such as direct volume rendering and
maximum intensity projection, are used to emphasize
objects of interest while still displaying the remaining data
as context.

The main contribution of this paper is a new illustrative
volume rendering model which incorporates the function-
ality of clipping planes in a feature-aware manner. It
includes concepts from artistic illustration to enhance the
information content of the image. Cumbersome transfer
function specification is simplified and no segmentation is
required as features are classified implicitly. Our approach
is especially well-suited for interactive exploration.

3 THE CONTEXT-PRESERVING VOLUME

RENDERING MODEL

Lighting plays a decisive role in illustrating surfaces. In
particular, lighting variations provide visual cues regarding
surface orientation. This is exploited by Lum and Ma [13],
who highlight material boundaries by using two-dimen-
sional lighting transfer functions. In contrast, in our
approach, the lighting intensity serves as an input to a
function for opacity variation, i.e., we use the result of the
shading intensity function to classify features.

3.1 Background

We assume a continuous volumetric scalar field fðPiÞ. A

sample at position Pi is denoted by fPi
. We denote the

gradient at position Pi by gPi
¼ rfðPiÞ. We use ĝPi

for the

normalized gradient and gPik k½0::1� for the gradient magni-

tude normalized to the interval ½0::1�, where zero corresponds

to the lowest gradient magnitude and one corresponds to the

highest gradient magnitude in the data set.
A discrete approximation of the volume rendering

integral along a viewing ray uses the front-to-back for-

mulation of the over operator [22] to compute opacity �i
and color ci at each step along the ray:

�i ¼ �i�1 þ �ðPiÞ � ð1� �i�1Þ
ci ¼ ci�1 þ cðPiÞ � �ðPiÞ � ð1� �i�1Þ;

ð1Þ

where �ðPiÞ and cðPiÞ are the opacity and color contribu-
tions at position Pi, �i�1 and ci�1 are the previously
accumulated values for opacity and color.

For conventional direct volume rendering using shading,
�ðPiÞ and cðPiÞ are defined as follows:

�ðPiÞ ¼ �tfðfPi
Þ

cðPiÞ ¼ ctfðfPi
Þ � sðPiÞ;

ð2Þ

where �tf and ctf are the opacity and color transfer
functions. They assign opacity and color to each scalar
value in the volumetric function. sðPiÞ is the value of the
shading intensity at the sample position.

For the two-sided Phong-Blinn model using one direc-
tional light source, sðPiÞ is:

sðPiÞ ¼ cd � L̂ � ĝPi

�� ��þ cs � Ĥ � ĝPi

�� ��� �ceþca; ð3Þ

where cd, cs, and ca are the diffuse, specular, and ambient
lighting coefficients, respectively, and ce is the specular
exponent. L̂ is the normalized light vector and Ĥ is the
normalized half-way vector. For conventional direct vo-
lume rendering, the opacity at point Pi is only determined
by the scalar value fPi

and the opacity transfer function.
Gradient-magnitude opacity-modulation additionally
scales the opacity by the gradient magnitude, causing an
enhanced display of boundaries. For gradient-magnitude
opacity-modulation, �ðPiÞ is defined in the following way:

�ðPiÞ ¼ �tfðfPi
Þ � gPi
k k½0::1�: ð4Þ

Within this framework, �ðPiÞ for direct volume render-
ing using a view-aligned clipping plane can be defined as:

�ðPiÞ ¼ 0 ðPi �EÞ � V̂ < d
�tfðfPi

Þ otherwise;

�
ð5Þ

where E is the eye point, V̂ is the normalized viewing
direction, and d is the depth of the clipping plane.

3.2 Basic Model

Diepstraten et al. [23] cite a list of guidelines for using
transparency in illustrations. For example, in many cases,
an illustrator chooses to reduce transparency close to the
edges of transparent objects and to increase it with
increasing distance to edges. Additionally, the number of
overlapping transparent objects should be kept low. These
rules cannot be mapped directly to the visualization of
unsegmented volume data as there is no explicit object
specification. Therefore, our approach relies on available
quantities which are combined to achieve a similar effect.

In direct volume rendering, the illumination intensity
normally does not influence the opacity at a sample
position. Large regions of highly illuminated material
normally correspond to rather flat surfaces that are oriented
toward the light source. Our idea is to reduce the opacity in
these regions. Regions, on the other hand, which receive
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less lighting, for example, light silhouettes, will remain
visible. Our model uses the result of the shading intensity
function sðPiÞ for opacity modulation. Furthermore, to
mimic—to a certain extent—the look and feel of a clipping
plane, we also take the distance to the eye point into
account. For viewing rays which have already accumulated
a lot of opacity, we reduce subsequent opacity attenuation
by our model since too many overlapping transparent
objects make perception more difficult. As the gradient
magnitude is an indicator for the homogeneity of the data, it
makes sense to also take this quantity into account.

Combining available quantities in order to achieve the
desired effects leads us to the following equation for the
opacity at each sample position Pi:

�ðPiÞ ¼ �tfðfPi
Þ �mðPiÞ ð6Þ

with

mðPiÞ ¼ gPi
k k �t�sðPiÞ�ð1� Pi�Ek k½0::1�Þ�ð1��i�1Þð Þ�s

½0::1� ; ð7Þ

where gPi
k k½0::1� is the gradient magnitude normalized to the

range ½0::1� and sðPiÞ is the shading intensity at the current
sample position. A high value of sðPiÞ indicates a highlight
region and decreases opacity. The term Pi �Ek k½0::1� is the
distance of the current sample position Pi to the eye point E,
normalized to the range ½0::1�. Zero corresponds to the sample
position closest to the eye point and one corresponds to the
sample position farthest from the eye point. Thus, the effect of
our model will decrease as distance increases. Due to the term
1� �i�1, structures located behind semitransparent regions
will appear more opaque.

Fig. 3 illustrates the effect of these different quantities:
Regions with low gradient magnitude (left, top) and high
shading intensity (left, center) are more likely to be
suppressed. Due to the inclusion of the eye distance (left,
bottom), this suppression will be strongest for regions close

to the viewer. Additionally, this effect is dependent on the
previously accumulated opacity (right, center). For viewing
rays that already have accumulated high opacity, further
opacity modulation will be reduced, effectively making any
further samples more opaque.

The model is controlled by the two user-specified
parameters �t and �s. Through modification of these
parameters, the user can interactively uncover occluded
regions. The parameter �t roughly corresponds—due to the
position-dependent term 1� Pi �Ek k½0::1�—to the depth of
a clipping plane, i.e., higher values reveal more of the
interior of the volume. The effect of modifying �s is less
pronounced; it basically controls the sharpness in transition
between clipped and visible regions. Higher values will
result in very sharp cuts, while lower values produce
smoother transitions.

Fig. 4 shows results for different settings of �t and �s. As
�t increases, more of the interior of the head is revealed—
structures on the outside are more and more reduced to the
most prominent features. An increase in �s causes a sharper
transition between attenuated and visible regions. An
interesting property of this model is that it is a unifying
extension of both direct volume rendering and gradient-
magnitude opacity-modulation. If �t is set to zero, the
opacity remains unmodified and normal direct volume
rendering is performed. Likewise, when �s is set to zero, the
opacity is directly modulated by the gradient magnitude.

There are several reasons for choosing an exponential
mapping in (7). By placing the gradient magnitude in the
mantissa and the modifying terms in the exponent, the
highest gradient magnitudes in the data will always be
preserved as they are close to one, while lower gradient
magnitudes will be more affected by the modulation. This
ensures that the central role of the gradient magnitude in
defining features in a data set of unknown nature is
accounted for. In the exponent, the term �t � ð� � �Þð Þ�s is
chosen as it allows fine-grained control over the shape of

4 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 12, NO. 6, NOVEMBER/DECEMBER 2006

Fig. 3. Overview of the context-preserving volume rendering model. Gradient magnitude, shading intensity, and eye distance are combined to

modulate sample opacity. Additionally, the effect is weighted by the previously accumulated opacity.



the function similar to Phong’s specular term. While �t
controls the basic slope, �s allows adjusting the curvature of
this function.

3.3 Multiple Light Sources

While useful results can be achieved with the basic model
featuring only one light source, an obvious extension is the
inclusion of multiple light sources. For N light sources, we
assume a set of illumination intensity functions s0; s1; . . . ;

sN�1 and the parameters �s0
; �s1

; . . . ; �sN�1
and �t0 ; �t1 ; . . . ;

�tN�1
. Any of these light sources can either exhibit context-

preserving opacity-modulation or act as a conventional light
source. The indices of all context-preserving light sources are
members of the index set T .

We redefine (7) to take into account all context-preser-
ving light sources:

mðPiÞ ¼
Y
j2T

gPi
k k �tj �sjðPiÞ�ð1� Pi�Ek k½0::1�Þ�ð1��i�1Þð Þ�sj

½0::1� : ð8Þ

Furthermore, we need to take the illumination contribu-
tions of all light sources into account for the final color at
the resample point cðPiÞ:

cðPiÞ ¼ ctfðfPi
Þ �
XN�1

j¼0

sjðPiÞ: ð9Þ

Apart from these minor modifications, no other changes
to the basic model are required. The advantage of using
multiple light sources is that the exploration is not
influenced by basic lighting settings. A typical setup might
employ one conventional light source for normal illumina-
tion and one context-preserving light source used for
examining the data, as shown in Fig. 5.

3.4 Data-Dependent Parameters

The two parameters of our model �t and �s allow intuitive
control of the visualization: �t is used to interactively
browse through the volume, similar to the variation of the
depth of a clipping plane; �s normally remains fixed during
this process and is only later adjusted to achieve a visually
pleasing result.

While we have found that these parameters provide
sufficient control in most cases, a possible extension is to
make them data dependent, i.e., they are defined by
specifying a transfer function. This increases the flexibility
of the method, but also raises the burden on the user as

BRUCKNER ET AL.: ILLUSTRATIVE CONTEXT-PRESERVING EXPLORATION OF VOLUME DATA 5

Fig. 4. Context-preserving volume rendering of a contrast-enhanced CT angiography data set using different values for �t and �s. Columns have the

same �t value and rows have the same �s value.



transfer function specification is a complex task. Thus, we
propose a hybrid solution between both approaches. We
keep the global constants �t and �s, but their values are
modulated by rather simple data-dependent functions. In
(7), �t is replaced by �t � �tðPiÞ and �s is replaced by
�s � �sðPiÞ. Both �t and �s are real-valued functions in the
range ½0::1�. For example, the user can specify zero for �t to
make some regions impenetrable. Likewise, setting �s to
zero for certain values ensures pure gradient-magnitude
opacity-modulation. If one of these functions has a value of
one everywhere, the corresponding global parameter
remains unchanged. These modulation functions can be
based on the scalar value, segmentation information (region
identifier) or similar properties.

Fig. 6a shows the visible human male CT data set
rendered using just the global parameters, while, in Fig. 6b,
bone is made impenetrable by setting �t to zero for the
corresponding values.

4 RESULTS AND APPLICATIONS

We experimented with the presented model using a wide
variety of volumetric data sets. We have found that our
approach makes transfer function specification much easier,
as there is no need to pay special attention to opacity.
Normally, tedious tuning is required to set the appropriate
opacity in order to provide good visibility for all structures
of interest. Using the context-preserving volume rendering
model, we just assign colors to the structures and use the
parameters �t and �s to achieve an insightful rendering.
Opacity in the transfer function is just used to suppress
certain regions, such as background. This contrasts with the
usual direct volume rendering approach, where opacity

specification is vital in order to achieve the desired visual
result. In many cases, however, good results are difficult
and laborious to achieve. For example, for structures
sharing the same value range, as is often the case with
contrast-enhanced CT scans, it is impossible to assign
different opacities using a one-dimensional transfer func-
tion. If one object is occluding the other, setting a high
opacity will cause the occluded object to be completely
hidden. Using high transparency, on the other hand, will
make both objects hardly recognizable. Our method
inherently solves this issue as it bases opacity not only on
data values, but also includes a location-dependent term. In
the following, we present some results achieved with our
model in combination with a one-dimensional color transfer
function. No segmentation was applied.

Fig. 7 shows the tooth data set rendered with gradient-
magnitude opacity-modulation, direct volume rendering
using a clipping plane, and context-preserving volume
rendering using the same transfer function. Gradient-
magnitude opacity-modulation shows the whole data set,
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Fig. 5. Context-preserving volume rendering using two light sources.

The context-preserving light source is placed in front of the face. A

conventional light source illuminates the head from the left.

Fig. 6. Context-preserving volume rendering of the visible human male

CT data set. (a) Only global parameter settings are used. (b) Bone is

made impenetrable by using data-dependent parameters.

Fig. 7. CT scan of a tooth rendered with three different techniques.

(a) Gradient-magnitude opacity-modulation. (b) Direct volume rendering

with one clipping plane. (c) Context-preserving volume rendering.



but the overlapping transparent structures make the

interpretation of the image a difficult task. On the other

hand, it is very difficult to place a clipping plane in such a

way that it does not remove features of interest. Using

context-preserving volume rendering, the clipping depth

adapts to features characterized by varying lighting

intensity or high gradient magnitude.
Fig. 8a shows a CT scan of a human hand rendered using

our model. The resulting image has a strong resemblance to

medical illustrations using the ghosting technique, as can be

seen by comparing Figs. 8a and 8b. By preserving certain

characteristic features, such as creases on the skin, and

gradually fading from opaque to transparent, the human

mind is able to reconstruct the whole object from just a few

hints while inspecting the detailed internal structures. This

fact is commonly exploited by illustrators for static images.

For interactive exploration the effect becomes even more
pronounced and causes a very strong impression of depth.

In Fig. 9, a context-preserving volume rendering of a CT
scan of a stag beetle is depicted. Highly detailed internal
structures can be clearly identified, while the translucent
exterior provides the necessary context. The shading-
dependent term in our model causes reduced transparency
near the edges, which serves as a cue for the relative depth
of different structures.

In Fig. 10, context-preserving volume rendering is applied
to a contrast-enhanced CT scan of a human body. Two light
sources are used: A conventional light source illuminates the
body from the front and a context-preserving light source is
used to reveal the interior from the side. Our method allows
creating a highly detailed ghosted view of the human body
without any segmentation.

A typical application of traditional clipping planes is
volume rendering of stacks of histological cross-sections.
For such data sets, it is not easily possible to assign different
opacities to particular structures using transfer functions.
Often it is only possible to separate the actual object from its
background. Without prior segmentation a common strat-
egy is to display the entire volume employing clipping
planes to explore its interior. As the context-preserving
volume rendering model uses relative local quantities to
compute the opacity of a sample, it does not suffer from the
same problems as global transfer functions, which assign
opacities based on absolute values. The scalar gradient is
replaced by an appropriate metric for photographic data,
such as the color distance gradient proposed by Ebert at al.
[24]. Fig. 11 shows that our model allows exploration of
color volumes without prior segmentation. Different struc-
tures are accentuated as the model parameters are
modified. This approach might not completely alleviate
the need for segmentation in some applications, but it can
act as a tool for exploring and previewing complex spatial
relationships as part of a segmentation pipeline.

One usage scenario for the presented visualization
technique is an interactive segmentation application for
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Fig. 8. Comparing context-preserving volume rendering to illustration.

(a) Context-preserving volume rendering of a hand data set. (b) Medical

illustration using ghosting.

Fig. 9. Context-preserving volume rendering of a CT scan of a stag

beetle.



photographic data. The unsegmented data can be visualized

three-dimensionally as the segmentation is in progress. This

supports the labeling of complex structures, which is often

difficult based on the original slices. Already segmented

features can be made impenetrable (see Section 3.4), while
the rest of the data is displayed using context-preserving
volume rendering. An example is shown in Fig. 12. With
our method, effective volume visualizations of partly
segmented data can be generated easily. Visual properties
of already segmented objects can be controlled as usual,
while the visibility of the remaining data is determined
through the context-preserving rendering model.

As some of the strengths of our model are most visible in
animated viewing, several supplementary video sequences
are available for download at: http://www.cg.tuwien.ac.at/
research/publications/2006/bruckner-2006-ICE.

5 DISCUSSION

Context-preserving volume rendering presents an alterna-
tive to conventional clipping techniques. It provides a
simple interface for examining the interior of volumetric
data sets. In particular, it is well-suited for medical data
which commonly have a layered structure. Our method
provides a mechanism to investigate structures of interest
that are located inside a larger object with similar value
ranges, as is often the case with contrast-enhanced CT data.
Landmark features of the data set are preserved. Our
approach does not require any form of preprocessing, such
as segmentation. One key feature of this model is that it
effectively simplifies opacity definition during the transfer
function specification.

Context-preserving volume rendering does not pose any
restrictions on the type of transfer function used. The model
could be applied without changes to modulate the opacity
retrieved from a multidimensional transfer function. Like-
wise, the modulation functions �t and �s could be multi-
dimensional. For reasons of simplicity, we have only
considered simple one-dimensional transfer functions in
this paper.

Further degrees of freedom of the method are provided
by its close connection to the illumination model. By
changing the direction of a directional light source, for
example, features can be interactively highlighted or
suppressed, based on their orientation. Modifying the
diffuse and specular factors will result in a variation of
directional dependency, while adjusting the ambient
component has a global influence. As a means of changing
these illumination properties are included in every volume
visualization system, this additional flexibility will not
increase the complexity of the user interface.

6 IMPLEMENTATION

The implementation of context-preserving volume render-
ing is straightforward as it only requires a simple addition
in the compositing routine of an existing volume rendering
algorithm. The model uses only quantities which are
commonly available in every volume renderer, such as
gradient direction and magnitude and the depth along a
viewing ray. We have integrated this method into a high-
quality software volume ray casting system for large data
[25], [26]. In our implementation, the most costly parts of
the context-preserving volume rendering model are the
exponentiations. As with the specular term of the Phong
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Fig. 10. Context-preserving volume rendering of a full-body CT

angiography scan.



illumination model, it is sufficient to approximate the
exponentiation with a function that evokes a similar visual
impression. Schlick [27] proposes a simple approximation:

xn � x

n� nxþ x : ð10Þ

We can approximate the two exponentiations used by
our model in the following way:

ða � yÞb � x � ðbþ ay� abyÞ
ayþ b � ðx� axyÞ : ð11Þ

The approximation shares important characteristics with
the original function, i.e., it is 0 for x ¼ 0, 1 for y ¼ 0, 1 for
a ¼ 0, and x for b ¼ 0. Thus, the basic behavior of our model
parameters remains unchanged and the approximation error
can be compensated by slightly modifying the parameter
values to evoke an almost identical visual result. The
advantage is that (11) can be efficiently implemented using

just four multiplications, two additions, two subtractions,
and one division. In our software implementation, this
optimization reduced the cost from a 15 percent to a 5 percent
increase compared to normal direct volume rendering.

Implementing context-preserving volume rendering on
current GPUs is also straightforward by using a single-pass
raycasting fragment program [28]. We implemented a GLSL
shader which is equivalent in functionality to the CPU-
based version. In our tests on an NVidia 6800 GT graphics
card, it was not necessary to use the approximation above
as exponentiation is heavily optimized due to its frequent
use in shading. Typical frame rates for common test data
sets such as the UNC head (256� 256� 224) are around
10 frames per second (depending on the degree of
transparency) for a 512� 512 viewport and an object
sample distance of 1.0.

7 CONCLUSION

The focus of our research is to develop an effective
alternative to conventional clipping techniques for explora-
tive volume visualization. The key feature of our approach
is that context information is preserved when inspecting the
interior of a data set without requiring prior segmentation.

The context-preserving volume rendering model is
inspired by ghosted views used in illustration. The interior
of highlighted regions is made transparent to illustrate
structures behind. The opacity of a sample is modulated by
a function of shading intensity, gradient magnitude,
distance to the eye point, and previously accumulated
opacity. The model is controlled by two parameters which
provide a simple user-interface and have intuitive meaning.
Context-preserving volume rendering is a unifying exten-
sion of both direct volume rendering and gradient-
magnitude opacity-modulation and allows a smooth transi-
tion between these techniques.
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Fig. 11. Using context-preserving volume rendering for exploring photographic data. (a) A low value of �t reveals superficial blood vessels. (b) A

higher value of �t displays muscle and brain tissue.

Fig. 12. Context-preserving volume rendering of the Whole Frog Project

photographic data set. (a) Context-preserving volume rendering of the

unsegmented data. (b) Nerves have been segmented, are made

impenetrable, and are artificially colored.



The approach simplifies transfer function specification as

the user only needs to specify constant opacity for

structures of interest. Our method is applicable to data

domains like photographic cross-sections where opacity

specification is particularly difficult. Variation of the model

parameters can be used to interactively explore the

volumetric data set without prior knowledge of contained

structures. The achieved results have a strong resemblance

to artistic illustrations. Despite their increased information

content, they are easy to interpret. The approach adds little

complexity to conventional direct volume rendering and it

is well-suited for interactive viewing and exploration.
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Data Addressing and Processing Scheme to Accelerate Volume
Raycasting,” Computers & Graphics, vol. 28, no. 5, pp. 719-729,
2004.

[27] C. Schlick, “A Fast Alternative to Phong’s Specular Model,” Proc.
Graphics Gems Conf. IV, pp. 385-387, 1994.

[28] S. Stegmaier, M. Strengert, T. Klein, and T. Ertl, “A Simple and
Flexible Volume Rendering Framework for Graphics-Hardware-
Based Raycasting,” Proc. Int’l Workshop Volume Graphics ’05,
pp. 187-195, 2005.

[29] S. Spitzer, M.J. Ackermann, A.L. Scherzinger, and D. Whitlock,
“The Visible Human Male: A Technical Report,” J. Am. Medical
Informatics Assoc., vol. 3, no. 2, pp. 118-139 1996.

[30] W. Nip and C. Logan, “Whole Frog Technical Report,” Technical
Report LBL-35331, Univ. of California, Lawrence Berkeley
Laboratory, 1991.

10 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 12, NO. 6, NOVEMBER/DECEMBER 2006



Stefan Bruckner received the master’s degree
in 2004 from the Vienna University of Technol-
ogy, Austria. He is a research assistant and a
PhD candidate at the Institute of Computer
Graphics and Algorithms, Vienna University of
Technology, Austria. His research interests
include illustrative visualization, medical visuali-
zation, and volume rendering.
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