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The medical domain has been an inspiring application area in visualization research
for many years already, but many open challenges remain. The driving forces of
medical visualization research have been strengthened by novel developments, for
example, in deep learning, the advent of affordable VR technology, and the need to
provide medical visualizations for broader audiences. At IEEE VIS 2020, we hosted
an Application Spotlight session to highlight recent medical visualization research
topics. With this article, we provide the visualization community with ten such open
challenges, primarily focused on challenges related to the visualization of medical
imaging data. We first describe the unique nature of medical data in terms of data
preparation, access, and standardization. Subsequently, we cover open
visualization research challenges related to uncertainty, multimodal and multiscale
approaches, and evaluation. Finally, we emphasize challenges related to users
focusing on explainable AI, immersive visualization, P4 medicine, and narrative
visualization.

Medical visualization has a long tradition
ranging from anatomical drawings by Vesa-
lius to the discovery of the X-ray in 1895

and the resulting ability to examine structures inside
the human body in a noninvasive manner. Since then,
medical visualization has developed into a standard
tool to aid diagnosis, plan treatment options, and
monitor the health of patients. In addition, diversity in
treatment opportunities has increased as well. For

example, in tumor treatment, immunotherapy and sur-
gery can now be better tailored to individual patients
and combined for optimal outcomes. The increasing
diversity of treatment opportunities also leads to an
increased need for decision making, which can be sup-
ported with appropriate visualization techniques.
Driven by continued advances in the medical field,
such as novel imaging technologies and increased
image quality, digitization, and complexity, medical
visualization is still an in-demand scientific discipline
that is directly driven by medical applications. The
visualization of medical data has led to many technical
advances in the field of visualization, for example, vol-
ume rendering as early as 1986.a Medical datasets are
commonly used to benchmark novel visualization

0272-1716� 2021 IEEE
Digital Object Identifier 10.1109/MCG.2021.3094858
Date of current version 8 September 2021.

Christina Gillmann and Noeska N. Smit are joint first authors
and contributed equally to this work.

ahttps://medvis.org/2012/01/30/hohne/

September/October 2021 Published by the IEEE Computer Society IEEE Computer Graphics and Applications 7
Authorized licensed use limited to: The University of Bergen. Downloaded on February 21,2022 at 13:34:25 UTC from IEEE Xplore.  Restrictions apply. 

mailto:Ten Open Challenges in Medical Visualization
https://orcid.org/0000-0001-6684-5071
https://orcid.org/0000-0001-6684-5071
https://orcid.org/0000-0001-6684-5071
https://orcid.org/0000-0001-6684-5071
https://orcid.org/0000-0001-6684-5071
https://orcid.org/0000-0002-3719-4625
https://orcid.org/0000-0002-3719-4625
https://orcid.org/0000-0002-3719-4625
https://orcid.org/0000-0002-3719-4625
https://orcid.org/0000-0002-3719-4625
https://orcid.org/0000-0002-8569-4149
https://orcid.org/0000-0002-8569-4149
https://orcid.org/0000-0002-8569-4149
https://orcid.org/0000-0002-8569-4149
https://orcid.org/0000-0002-8569-4149
https://orcid.org/0000-0002-1034-737X
https://orcid.org/0000-0002-1034-737X
https://orcid.org/0000-0002-1034-737X
https://orcid.org/0000-0002-1034-737X
https://orcid.org/0000-0002-1034-737X
https://orcid.org/0000-0003-0000-3909
https://orcid.org/0000-0003-0000-3909
https://orcid.org/0000-0003-0000-3909
https://orcid.org/0000-0003-0000-3909
https://orcid.org/0000-0003-0000-3909


techniques, as these provide nontrivial and real-world
datasets that can be used as a gold standard for testing.
Computational developments in machine learning and
the advent of affordable virtual reality technology lead to
additional medical visualization research opportunities.
While the medical domain has been an important appli-
cation area for application-driven research in visualiza-
tion for many years, further research is still needed. In
addition to publications and sessions at our top visuali-
zation venues, the dedicated Visual Computing in Biol-
ogy and Medicine and Visual Analytics in Healthcare
workshop series demonstrate continued research inter-
est in the field.

An increasing number of challenges arising from
the medical field combined with computational advan-
ces lead to opportunities to develop novel analysis
and visualization approaches. In 2012, Botha et al.1

summarized open challenges in medical visualization,
focusing in particular on scaling medical visualization
from one1 to many. In 2015, IEEE VIS featured a tutorial
on Rejuvenated Medical Visualization, where visualiza-
tion of large-scale data, whole-body data, physiology
data, nonstandard imaging and simulations, and
cohort studies were identified as promising research
areas for the future. Since then, some challenges have
received attention, while others were neglected. Some
challenges have evolved by new developments in the
medical domain. In addition, new challenges arose
from rapid developments in computer science, such
as the increasing role of Artificial Intelligence (AI)
technologies for medical image analysis.

This article outlines ten open challenges in medical
visualization from different perspectives. It is based on
discussions in our Application Spotlight and an infor-
mal survey among 14 participants from a wide range
of backgrounds from academia and industry. Our
focus in this article is on challenges centered around
the visualization of structured medical data, e.g., medi-
cal imaging data. While some challenges are more
practical in nature, relating to barriers encountered
when working with medical data, others relate to
more fundamental open visualization research ques-
tions. We begin by outlining several practical chal-
lenges related to the visualization of medical data, in
terms of data preparation, access, and standardiza-
tion. Subsequently, we discuss core visualization
research challenges in the medical domain related to
uncertainty, multimodal and multiscale visualization,
and visualization evaluation challenges. Finally, we dis-
cuss challenges arising from targeting specific user
groups: explainable AI, immersive visualization, P4
medicine, and narrative visualization. Our aim in
highlighting these challenges is to provide an overview

and to guide further medical visualization research.
This article is intended to inform early-career visualiza-
tion researchers and to provide an overview of excit-
ing open avenues in medical visualization research.

DATA-SPECIFIC CHALLENGES
Medical visualization research is partially driven by the
development of novel techniques in the medical
domain itself. For example, novel scanners are devel-
oped, which provide new types of imaging modalities
presenting unique visualization challenges. There is a
wide range of different data types available in a medi-
cal context, e.g., data from medical imaging scanners,
sensors, or patient metadata. Even when just consid-
ering a single scanner, different types of data can be
obtained resulting in single scalar, tensor, and vector
fields, as well as multivalued data. Part of the chal-
lenge in medical data analysis is that these data can
be messy, noisy, heterogeneous, and/or hard to inter-
pret. This could be due to noise inherently present in
the data, different confounding effects such as patient
movement and keeping X-ray dose low or lack of con-
sistency in metadata recording, for example. In the fol-
lowing, we discuss practical medical visualization
challenges arising from the nature of medical data.

Data Preparation
Before medical data can be visualized, the raw data
needs to be processed in most cases. This can include
several techniques such as image enhancement, seg-
mentation, or data transformation. Each of these is
research topics in and of themselves, and it can be hard
to determine the proper processing techniques or, if
required, an entire pipeline of techniques. The choice of
data preparation techniques dramatically influences the
quality of the resulting visualization. Here, a collection of
unified pipelines or workflows for data preparation is still
an open problem. In image analysis, custom solutions
are needed for segmentation depending on the imaging
modality and anatomical region. In visualization, we
often have general solutions, e.g., for visualizing vascular
structures, no matter where they occur in the body.
Image analysis has to copewith the specifics of the ana-
tomical region, biological diversity, and diversity of scan
parameters. The latter may in principle be more stan-
dardized to reduce the problem slightly. To solve this
issue, collaborations with researchers from image proc-
essing disciplines are required. In addition, developing a
taxonomy of medical tasks could lead to an improved
understanding and better generalizability of application-
oriented medical visualization research. While we are
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not aware of any ongoing initiatives, this would be a
highly valuable addition to the visualization literature.

Extracting Features
Medical data are diverse and usually captures a variety
of aspects. This relates to medical records that are writ-
tenby clinicians and ranging from sensor data tomedical
image data that captures multiple organs. When consid-
ering medical imaging data, features of interest could be
the locations of anatomical landmarks, centerlines of
elongated structures, the orientation of diffusion fibers,
or geometric descriptors. Such features are increasingly
extracted by deep learning techniques. However, medi-
cal knowledge is needed to label imaging data in order to
train deep learning networks. There exists a variety of
approaches to automatically extract features from data,
especially in medical image segmentation, but unfortu-
nately, such methods often do not work out of the box.
In particular, most machine learning techniques repro-
duce human behavior or are biased toward the datasets
trained on. As such, black box solutions do not work.
Especially in the medical domain, decisions that affect
patient lives need to bemade carefully. Thus, a fully auto-
mated extraction of meaning from medical data are not
possible. Instead, visualization approaches that show
the original data in relation to the predicted outcome for
decision support are more appropriate. The final deci-
sion-making is done by experts who need to understand
why a system offers a certain suggestion. Automatic
methods are based on datasets and assumptions that
are not always valid. Therefore, it is important to be able
to explain and communicate adequately, an area in
which visualization can play amajor role.

Data Assimilation
In data assimilation,2 measured data are combined
with computational models. The idea is to couple
observed data and the underlying dynamical principles
governing the system. In this way, an estimate can be
provided that is better than what could be obtained
using either measured data or models alone. This prin-
ciple arose from environmental sciences, where the
aim was to enhance climate models and predictions.

De Hoon et al.3 applied this principle to blood flow,
combining measurements and computational models
(see Figure 1). The potential offered by data assimilation
is not frequently explored in medical visualization, how-
ever. Especially in recent years, where more and more
computational models are utilized, data assimilation
becomes an important challenge. While data assimila-
tion as a field has a long history, for visualization, there
is an additional challenge to keep computation times
low to allow for interactive exploration.

Data Access
In addition to data preparation practicalities, gaining
access to appropriate data may be challenging due to
availability or ethical consideration around the use of
such data.

Data Curation
Data curation4 refers to the organization and integra-
tion of data collected from various sources. Lack of
curation results in a significant amount of work that
needs to be repeated every time new visualization
research is performed. A curated database of datasets
and visualization approaches would be of great bene-
fit for visualization re searchers. We could be inspired
by the protein data bank (PDB)b as used in molecular
modeling. While several initiatives exist, e.g., the Can-
cer Imaging Archive,c a unified platform is lacking,

FIGURE 1. In data assimilation, measurements and computa-

tional models are combined to improve precision, in this case

to gain insight into blood flow patterns. Flow features are pre-

served while more streamlines are visible due to reduced

divergence and flow outside of the segmentation.3

bhttps://www.rcsb.org/
chttps://www.cancerimagingarchive.net/
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likely due to the sensitive nature of medical data and
lack of standardization.

Publicly Available Data
Publicly available datasets play an important role in
the development of novel visualization techniques.
These datasets are required to test prototypes of
medical visualization approaches and identify poten-
tial avenues for improvement. In contrast to other dis-
ciplines, medical data can usually not be made public
easily. Laws demand that any shared data needs to be
made anonymous and in many cases, patient consent
is required. In addition, regulations at times stipulate
that data shared within larger projects may only be
used only within the context of the project. While
phantom data are not associated with specific
patients, even this is not often made freely available.
This results in a scarcity of freely available datasets to
advance developments in the field of medical visuali-
zation. Moreover, it leads to an undesirable scenario
in which only those in close collaboration with medical
partners may have such data available. In medical
image analysis, often datasets are provided through
grand challenges. These challenges allow for an effec-
tive benchmarking of novel techniques by enabling
performance comparisons on the same data. Medical
visualization would also benefit from such benchmark
datasets. This would be in line with best practices to
promote open science and could increase reproduc-
ibility. A reasonable first step toward this might be to
make a set of vascular surface models freely available,
e.g., coronary, peripheral, and abdominal vessels. As a
second step, such models could be enriched with
results from blood flow simulation or measurements.

Ethical Considerations Around Data Usage
Independent of the application area, ethical issues
are an increasingly relevant topic in computer sci-
ence. In particular, such issues play a large role when
considering machine learning approaches trained on
personal data and disease risk information originating
from genome analysis. In many applications, it is not
clear if data are cleared for specific use cases and
who needs to give permission to do so. The legal
frame surrounding this topic needs close consider-
ation. Ensuring that medical visualization research
was conducted in an ethical manner will likely
become more prominent in the upcoming years. Such
ethical considerations also play a big role in data pri-
vacy regulations.

Data are usually owned by a person or an institu-
tion. This ownership implies rights that need to be
considered when aiming to use data sources for

research and publication. Unfortunately, no general
regulation (not even at a country level) exists that
clarifies what type of data can be used and in which
sense. In addition, even if a patient or institution
allows the use of specific data sources, the question
arises which analysis results are cleared for publica-
tion. This can result in difficulties in accessing impor-
tant data sources when developing novel visualization
approaches. While this is a general challenge for any-
one working with data, clinical data falls under the
special personal data category in EU law under the
General Data Protection Regulation (GDPR), also
referred to as sensitive personal data. This imposes
strict limitations on how such data can be used. Thor-
ough anonymization may alleviate some concerns, but
is challenging for certain data types. For example, a
CT scan of the head can easily be made recognizable
through volume rendering.

Standardization
There are already a significant number of well-estab-
lished standards in the medical domain, such as the
Digital Imaging and Communications in Medicine
(DICOM) standard and standards for different meas-
ures, such as tumor staging criteria. However, such
standards do not exist for visualization. For all
advanced imaging techniques, standardization and
harmonization are a serious problem. For special acqui-
sition methods, e.g., perfusion or spectroscopy, the
results do not only depend on the patient. To a strong
extent, these rather depend on the particular device,
sequences, and protocols, which are all vendor-specific.
Missing standardization is a large issue that prevents
the widespread use of these advanced modalities and
the transformation of research prototypes into prod-
ucts. Standardization is even a challenge in large-scale
health surveys. Although acquisitions are as similar as
possible, there are noticeable differences. This leads to
a challenging situation for visualization researchers
who are looking for broader applicability of their visuali-
zation techniques and tools.

Guidelines on how to interpret the data are diffi-
cult to establish when results are so different between
multiple devices. The Surgical Data Scienced initiative
also discusses the challenge of lacking standardiza-
tion frequently.

VISUALIZATION CHALLENGES
In addition to practical challenges arising from the spe-
cific type of data dealt with in medical visualization,

dhttp://www.surgical-data-science.org/
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there are challenges that we consider core medical
visualization research challenges. Some challenges
have been extensively commented on in previous work,
for example, moving from the visualization of individu-
als to population data.1 In the following, we outline
three additional open visualization challenges.

Uncertainty Visualization
In particular in medicine, where large amounts of data
are acquired in order to determine optimal treatment
strategies, the communication of uncertainty is an
important factor to ensure appropriate treatment
decisions. It is paramount to make physicians aware
of the uncertainty resulting from working with mea-
sured data and which visualized parts of the data war-
rant additional investigation. It is not always the case
that clinicians are eager to see this uncertainty, as it
may be considered confusing or problematic. Espe-
cially in these cases, it is a challenge to design appro-
priate visual encodings to break these barriers. For
modalities where the analysis is performed on derived
entities from the measurements, such as Phase Con-
trast Magnetic Resonance Imaging (PC-MRI) or Diffu-
sion-weighted imaging (DWI), this becomes even more
critical as the raw images are not suitable for explora-
tion and identification of the possible areas and sour-
ces of uncertainty.

Many types of data are usually messy and repre-
sent large and complex anatomic or metabolic sys-
tems. Uncertainties arise in different manners when
visualizing medical imaging data. These uncertainties
strongly influence the decision-making process of
clinicians. There exists a variety of uncertainty quanti-
fication and visualization approaches, such as heat-
maps (see Figure 2), but appropriate approaches need
to be selected and tailored to specific use cases. This
includes three major steps: uncertainty modeling,
uncertainty propagation, and uncertainty visualiza-
tion. A general overview of the state of the art in

uncertainty visualization in medical imaging is avail-
able in the survey by Gillmann et al.6

Multimodal andMultiscale Visualization
Multimodal data acquisition occurs often in the medi-
cal context, as its complementary information leads
to improved diagnosis or treatment. In addition to
data from multiple scanners, single scanners can also
offer a variety of contrasts. Exploring complementary
modalities simultaneously allows for a more detailed
pathology and healthy tissue characterization (see
Figure 3). Lawonn et al.7 identified open challenges for
this area in a state-of-the-art report on multimodal
imaging data visualization. Uncertainty in the registra-
tion process, lack of thorough evaluations, lack of
ready-to-use software, and visualization of more than
two modalities were identified as open challenges.
Focus-and-context depictions, illustrative visualiza-
tion, ghosted views, and cut-aways were identified as
key visualization techniques to identify what is the
essential information to reveal from which modality. In
addition to multimodal medical imaging data, hetero-
geneous data analysis is challenging. Combining data
from multiple sources effectively provides further
challenges to those already originating from combin-
ing multiple imaging modalities. While some prelimi-
nary work in this area has been done, this could be
further extended to focus on time-varying or cohort
data analysis. As the complexity and amount of data
increases, a combination of computational and visual
approaches is needed, often referred to as visual data
science.

Medical imaging can be done at a variety of scales,
from histopathology to whole-body MR scans. Multi-
scale data refer to data that captures the same physi-
cal behavior but on different size scales. Currently, in
clinical practice, different scales are usually not

FIGURE 2. Visualization of uncertainty continues to be an

important challenge. Shown here is uncertainty-aware visual-

ization for brain lesions with (a) an original MRI, (b) noise esti-

mation, and (c) entropy estimation.5 FIGURE 3. The exploration and analysis of multiple imaging

modalities simultaneously requires an integrated view. In this

figure, ParaGlyder allows for multiparametric brain imaging

exploration to explore multiple datasets simultaneously.8
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analyzed simultaneously if the difference in scale is
too large. As more imaging techniques are developed
which bridge scales, the main challenge will be to find
suitable links between the different scales and visual
representations as well as interaction techniques that
can integrate these effectively. This is closely related
to multimodal data analysis, as the datasets usually
need to be registered in order to be visualized simulta-
neously. In addition, the different scales need to be
expressed in the visualization. Here, focus-and-con-
text approaches are required. Interaction via zooming
and filtering further are ways to present the informa-
tion at different scales effectively. Furthermore, data
on different scales usually are given in different resolu-
tions that need to be expressed in the visualization.

Visualization and Data Processing
Evaluation
Independent of the application domain, novel visualiza-
tion approaches need to be compared to existing
approaches. There can be a variety of tests including
performance, user acceptance, efficiency, and effective-
ness tests. Performance measures in terms of speed
and storage consumption exist, but evaluating charac-
teristics such as effectiveness is a challenge. A major
problem here is the need for expert users, whose num-
ber is usually very limited, and the difficulty of showing
that visualization has real added value for the clinical
decision-making and outcome. Due to the limited avail-
ability of domain experts, large user studies suitable for
statistical analysis are out of the question formost appli-
cations. This leads to evidence that often does not go
beyond anecdotal, in turn leading to hindered accep-
tance. As such, suitablemetrics formedical visualization
evaluation9 need to be defined. Medical visualization
researchers could be inspired further by performance
measures beyond correctness and time, as frequently
discussed at the BELIVworkshop.

USER-SPECIFIC CHALLENGES
New challenges arise when targeting specific user
groups with medical visualization. Different visualiza-
tion techniques are needed to address specific audi-
ences to support various tasks. For example, a
visualization supporting clinicians might be different
than one aimed at supporting education. The following
four visualization challenges arise from targeting dif-
ferent audiences.

Explainable AI
Despite the success of artificial intelligence-based
methods, a common barrier to acceptance in a clinical

context is the black-box nature of such methods. This
also limits the possibilities of model improvement and
the generation of new knowledge. Visualization and
visual analytics can play a key role in establishing
methods for explainable AI (XAI)10 in order to open
this black box.

There are multiple efforts in the visualization com-
munity to provide XAI solutions. However, the problems
are often not easy to generalize and are application-,
user-, data-, and model-dependent. Visualization pro-
vides a way to compare predicted and actual progress.
It identifies important areas in the image that led to the
prediction. This is an important mechanism to provide
insight to the clinicians into employed machine learn-
ing approaches. In general, questions that end users
may wish to answer are: Why was this decision recom-
mended? What features contribute the most to this
recommendation? How certain is the model that this is
the right recommendation? Improved interpretability is
needed for multiple reasons, for example, for diagnosis,
evaluating model performance, understanding, and
refinement. In addition, data provenance may heighten
transparency and trust. Under the GDPR, people have a
right to an explanation of all decisions made by auto-
mated or artificial intelligence algorithms.e An open
challenge here is that this is not a well-defined problem
and it is unclear what constitutes a good explanation.
Visualization can learn from other disciplines, such as
from pedagogical and psychological sciences to learn
what good explanation and understanding constitute.11

Immersive Visualization
While display technologies such as virtual reality (VR)
and augmented reality (AR) have been around for dec-
ades, their application to the medical domain still
offers many challenges. These technologies have
been met with great excitement in the past with sev-
eral phases in which technological advancements
have made the techniques more viable. The latest
round of technological improvements involved higher
resolution displays at significantly lower cost, making
these devices more accessible to a greater group of
people.

A potential benefit of VR and AR in the medical
domain is the improved immersion, which enables a
good understanding of complex spatial relations. In
addition, the increase in realism of simulations and
visualizations can benefit the medical domain. Partic-
ularly educational applications are shown to be effec-
tive using augmented and virtual reality. Augmented

ehttps://gdpr-info.eu/recitals/no-71/

12 IEEE Computer Graphics and Applications September/October 2021

VISUALIZATION VIEWPOINTS

Authorized licensed use limited to: The University of Bergen. Downloaded on February 21,2022 at 13:34:25 UTC from IEEE Xplore.  Restrictions apply. 



reality techniques can be used to visualize additional
data by superimposing supplementary information
onto a patient’s body. There are potentially a lot of
applications for these technologies, such as surgical
guidance or training. Further research is necessary to
identify the most effective approaches and applica-
tions for VR and AR in medical visualization.

One area in which immersive visualization is a very
promising approach is medical education, for example,
to learn human anatomy.13 Saalfeld et al.12 (see
Figure 4) used a virtual reality environment to educate
medical students about the anatomy of the hand by
projecting anatomical details onto the user’s hand
and offering the option to explore a larger model.
Here, open challenges are integrating more modalities
than 3-D visualization, further exploration of the use
and benefits of VR, and providing adaptive visualiza-
tions tailored to the learner.

Beyond Diagnosis and Treatment
In early medical visualization research, much of the
focus was on visualizing anatomy from a single scan.
This only provides a snapshot of a patient’s current
health status, which can be suitable to aid diagnosis or

treatment planning. However, in order to target P4
medicine (Predictive, Preventive, Personalized, and Par-
ticipatory), i.e., beyond diagnosis and treatment plan-
ning, more integrated and comprehensive analysis
methods are needed. For example, prediction may be
achieved by integrating automatic approaches with
explainable AI support and uncertainty visualization. In
order to aim at prevention, visualization methods for
public health data can play a key role in improving the
overall health of the population, which is an area where
there are still many open visualization challenges.14

Personalization of treatment may be achieved by inte-
grating radiologic and genomic features in a multi-
modal visualization approach to research the tailored
treatment opportunities. To increase patient participa-
tion, more work could be done to facilitate effective
personalized doctor–patient communication methods
such that patients can make informed decisions on
treatment options, for example, through physicaliza-
tion. Rather than relying on generic illustrations to
explain a disease or procedure, a patient could be
shown his or her own data in order to provide a person-
alized view of the situation.

Narrative Visualization
Narrative visualization, aiming at communicating sci-
entific results to broad audiences, experiences a lot of
attention in various application areas. Merging explor-
atory and explanatory visualization could effectively
support knowledge acquisition for nonexperts regard-
ing many scientific processes. Medical research
results, e.g., mechanisms that explain pathological
processes, avoidable risk factors for diseases, or just
mechanisms of the healthy human body are also inter-
esting for broad audiences. Medical knowledge is
immediately relevant for patients and their relatives
but also athletes and other groups benefit from medi-
cal knowledge. Narrative medical visualization based
on actual measured data (data-driven) or based on
artificial geometric models is an essential challenge
for the future. The effective design of interactive
animations, the interactive abstraction of medical
surface models, and effective strategies to inte-
grate labels, textual explanations or metagraphic
symbols, such as arrows are specific tasks to be
tackled in this context. Medical visualization could
be inspired by a rich body of literature on storytell-
ing in visualization.15

DISCUSSION
The medical application domain continues to provide
an inspiring environment with many research

FIGURE 4. Immersive visualization offers many opportunities

to explore complex medical data. In the educational tool pic-

tured, users can explore anatomy of the hand in VR via live

tracking of the user’s hand in comparison to a bigger anatom-

ical model.12
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opportunities. Medical visualization applications can-
not be developed without maintaining a close collabo-
ration with medical experts. In addition, to translate
research to practice, collaboration with industry is
needed. In contrast to many other application
domains, clinical daily routine imposes an additional
set of restrictions, such as limited access to high-end
hardware and the need for certification for clinical use.

In practice, medical visualization research often
targets medical researchers rather than clinicians.
A benefit here is that medical researchers have
more time available to help develop and evaluate
techniques. In this case, the visualization technique
needs to add value over existing tools before medi-
cal researchers consider adopting novel techniques.

Given the ten challenges outlined, a question
arises if these can be prioritized, or if there are order
dependencies between them. We found no such priori-
tization possible and noted that many of the chal-
lenges are closely interlinked and approaches can
cover aspects of a variety of challenges. In addition,
while medical visualization can target a single chal-
lenge, from the user’s perspective this might not
completely solve their problem. It could be that image
processing and simulation need to be combined with
visualization for a complete solution.

At a recent Shonan Meeting on “Formalizing Bio-
logical and Medical Visualization,” further open chal-
lenges were discussed and we refer interested readers
to the report for further discussion of key issues in bio-
medical visualization.f As in other applied visualization
fields, medical visualization also has difficulty in devel-
oping unified medical visualization software frame-
works. While Ph.D. candidates often develop
prototypes to accompany research papers, the devel-
opment of a larger unified framework is challenged by
difficulties in attracting funding for pure software
development efforts. A unified framework that
includes existing solutions and can be extended if
novel visualization approaches are developed would
be a valuable resource. Such visualization software
development challenges were recently discussed at a
Shonan Meeting and we refer interested readers to
their report to learn more.g This discussion will con-
tinue in an upcoming Shonan Meeting.h

While we have focused primarily on visualization
challenges related to structured medical imaging
data visualization, additional research opportunities

await in the visualization of nonstructured medical
data. Here, techniques such as progressive visual
analytics and visualization provenance can
contribute to addressing challenges in this area. In
addition, truly integrated approaches targeting het-
erogeneous biomedical data visualization are so far
underexplored. Neighboring disciplines such as bio-
logical data visualization are thoroughly developed,
especially in genetic and molecular visualization,
but bridges to the medical domain are still lacking.

CONCLUSION
In this opinion piece, we outline ten major open
challenges in the visualization of medical data.
While some are of a practical nature, such as those
surrounding data availability and preparation, there
are still many open areas of visualization research.
We highlight several avenues to potentially address
these challenges and selected contributions in
these areas. This manuscript is intended to function
as a starting point for researchers in medical visual-
ization to understand the open problems in this
field, in particular focusing on medical imaging
data. It is our hope that these ten challenges pro-
vide some directions to a fruitful research path and
inspire further discussion.
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