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Abstract
Brushing is at the heart of most modern visual analytics solutions with coordinated, multiple views and effective brushing is
crucial for swift and efficient processes in data exploration and analysis. Given a certain data subset that the user wishes to
brush in a data visualization, traditional brushes are usually either accurate (like the lasso) or fast (e.g., a simple geometry like
a rectangle or circle). In this paper, we now present a new, fast and accurate brushing technique for scatterplots, based on the
Mahalanobis brush, which we have extended and then optimized using data from a user study. We explain the principal, sketch-
based model of our new brushing technique (based on a simple click-and-drag interaction), the details of the user study and the
related parameter optimization, as well as a quantitative evaluation, considering efficiency, accuracy, and also a comparison
with the original Mahalanobis brush.

CCS Concepts
• Human-centered computing → Interaction techniques; • Computing methodologies → Optimization algorithms;

1. Introduction

In interactive visual data exploration and analysis, linking and
brushing is a central and well-established interaction technique for
relating data aspects across coordinated multiple views [Mun14,
Rob07]. The principles of brushing were first described by Becker
and Cleveland [BC87], who defined brushing as an interactive
method for painting a group or subsets of points with a square,
circle, or a polygon, i.e., the brush. A key functionality in standard
instances of coordinated multiple views is that brushing leads to a
consistent highlighting of the selected data in all linked views, for
example, by coloring them consistently. This amounts to one im-
portant form of focus+context visualization [Hau05], enabling the
fast and effective exploration of data relations, which are too chal-
lenging to show in just one view.

As popular and common as linking & brushing has become in
modern visual analytics solutions, already many different tech-
niques for brushing have been realized, including many variants
from the following categories:

• brushing using simple geometries—examples of this most com-
mon approach include the rectangular or circular brushing on
scatterplots, line-brushing on data graphs [KMG∗06], etc.
• lassoing—the user selects data subsets by drawing a geometri-

cally detailed lasso around a target group of item representations
• logical combinations of simple brushes—the user refines the data

selection by using multiple brushes and combining them using
logical operators [MW95, DGH03]

• sketch-based brushing—the user sketches a shape onto a visual-
ization and some selection heuristic is used, usually exploiting a
related similarity function, to determine which data are actually
selected [MKO∗08]

Each brushing technique can be discussed in terms of its advantages
and disadvantages and two criteria are particularly important:

• efficiency—how fast is the brushing interaction; does it enable a
fluid data exploration/analysis [EVMJ∗11, TKBH17]?

• accuracy—does the brushing interaction lead to a selection of
exactly the data subset, which the user wished to select?

In many cases, there is an unfortunate competition between these
criteria: Many brushing techniques are indeed fast—we think of a
brushing technique to be fast, if only one click (or only very few
atomic interactions of that kind) are needed to actually specify the
brush, leading to a swift user–computer dialogue during the data
exploration/analysis [CRM91]. Classical examples include the use
of simple brushing geometries (rectangles, circles, etc.) as well as
sketched brushes, where only a quick gesture is used for brushing.
A common disadvantage of all these fast techniques is that it can
be difficult to accurately brush a particular data subset.

On the other hand, we certainly find brushing techniques that
are fully accurate—likely with lassoing being the most prominent
example besides others such as the logical combination of simple
brushes. With these techniques, it is straight-forward to select sub-
sets of interest accurately. This benefit, however, comes at the price
of being slower, in general—specifying a lasso, point by point, for
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example, easily becomes a unit task by itself [CRM91], potentially
interrupting the exploration/analysis process.

In our research, we have studied the question of how close one
can get to successfully integrating both criteria in one technique and
in the following we present a successful solution (we chose the ex-
ample of brushing in scatterplots as our study case—we think, how-
ever, that our principle approach is extensible to other views and ac-
cording brushes). Our solution is based on an extended version of
the previously published Mahalanobis brush [RSM∗16], which we
have extended and further optimized using data from a user study
with 50 participants. Our quantitative evaluation shows that we sig-
nificantly improved the brushing accuracy from ≈65% (original
Mahalanobis brush) to ≈92% (our new technique). Our technique
is as fast as a simple click-and-drag interaction—the original Maha-
lanobis brush required only one location (one click), but depended,
in addition, on an off-screen size parameter (overall brush size).

Since brushing is central in most modern visual analytics sys-
tems, we see our research very relevant—optimizing at the heart of
a common procedure has the strong potential of significant impact.

2. Related work

In the following, we review a few pieces of important related work,
before going into detail with respect to our new brushing technique.
We first review, in short, some critical works concerning brushing
for visual analytics, before we then discuss related work concerning
the optimization of interaction techniques.

2.1. Brushing techniques

Many variations of brushing have been proposed over the years,
each with its own strengths and weaknesses—for example, in terms
of their ease of use and the degree of control which the user has.
Brushing is intrinsically based on the interaction between the user
and the system, often a combination of mouse/cursor motions and
button clicks. Less usual methods, based on eye/head tracking, for
example, or gestures in a virtual reality environment, have also been
proposed [YA01].

Brushing in scatterplots is often based on the use of simple geo-
metric shapes such as a rectangle or circle to select the data items,
or using a lasso to specify the brush region more accurately.

Several extensions to simple brushing have been published,
including techniques to formulate more complex brushes by
combining multiple brushes using logical operators. Martin and
Ward [MW95], for example, allow the user to configure compos-
ite brushes by applying logical combinations of brushes, including
unions, intersections, negations, and exclusive or operations.

Similarity brushing [NH06, MKO∗08] is an interesting alterna-
tive in that it is based on a fast and simple sketching interaction—
the user uses a swift and approximate gesture (for example, draw-
ing an approximate shape that the data should follow) and then a
similarity measure is used to identify, which data items actually are
brushed by such an advanced brush. This way, the interaction is
fast, but likely not 100% accurate.

Recently, the Mahalanobis brush was presented as an interest-
ing alternative for brushing scatterplots [RSM∗16]. The user uses

a simple interaction (like a simple click into the center of some co-
herent data subset to be selected) for brushing the data. The link
between the interaction and the actual selection is realized on the
basis of a simple analysis of the underlying data (a local covariance
matrix indicates the overall shape and orientation of the data to be
brushed, forming then the basis for a local Mahalanobis metric,
which is then used as a distance measure to select the data).

While this technique is already giving quite good results, it still
has certain limitations, including: a non-optimized selection of the
local context for the Mahalanobis computation (improved in our
solution), at least one off-screen parameter for the brush size (no
free parameter in our solution), and empirical parameters (we use
the data from a user study to optimize the relevant parameters).

2.2. Optimization based on user data

Obviously, the user plays a key role during all sorts of interaction.
Thus, efforts have been invested to take the user behavior into ac-
count, when improving the performance of interaction techniques.

The design of adaptive user interfaces, for example, is one of
the most classical examples in this respect, enabling the interface
to recognize user action plans by tracing and analyzing the user’s
action sequences [Lan97, LWH03].

Lieberman et al. [LVDV99] developed the “Let’s Browse” appli-
cation to assist the user browsing websites by tracking the user’s
behavior and predicting items of interest, accordingly.

In the mobile phone architecture design area, Shye et
al. [SSM09] developed a logger application for mobile phones and
released it “into the wild” to collect the traces of real users. Then,
they used these traces for characterizing the power consumption on
the mobile phones, eventually leading to the development of appli-
cations that optimize the consumption of battery power.

Considering visualization research, in particular, we cannot find
a lot of related work (in terms of optimizing interaction techniques,
based on user data). Instead, we see this as a highly interesting
chance for interesting and relevant innovation.

3. The principal approach

The overall goal of our research was to devise a brushing technique,
which is both fast and accurate. In order to get as close as possible
to both goals, we used the following principal approach (also illus-
trated in Fig. 1):

In order to be fast, we excluded techniques that would require
the user to do multiple basic interactions in order to define just one
brush (like a lasso, for example). We also wished that the users
would not have to adjust any off-screen parameters, potentially in-
terrupting their explorative/analyical procedure.

In order to be accurate, we decided to raise our expectations over
the use of simple geometries—mostly due to their limited abilities
to accurately select specific data subsets, in particular in “crowded”
regions of a data visualization. Accordingly, we concluded that a
sketching interaction, combined with a carefully modeled selection
heuristic, would be the right principal approach in our case.
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Figure 1: Illustration of our principal approach: To be fast, we use
sketching as interaction; to derive which data to actually brush, we
use a heuristic with parameters that we optimize using data from a
user study.

Typically, the heuristic, which determines the data subset to be
brushed, based on a simple sketching interaction, is parameterized
and different parameters will lead to different brushing results, even
when the user interaction (the sketch) is exactly the same. One op-
portunity is, of course, to expose these parameters in the user inter-
face, requiring the user to adjust parameters in order to achieve an
expected result. Clearly, this is not, what we need. Instead, our goal
was a technique, which does not require any adjustment of tech-
nique parameters by the user such that the user can concentrate on
the fast and accurate interaction with the data.

In order to optimize the performance of our selection heuristic,
we therefore conducted a user study with 50 participants, in which
we collected information about both the brushing goals (which
dataset subset did user wish to brush) as well as the associated inter-
action (which click-and-drag gesture would the user do to actually
selected the targeted data subset). A subset of the acquired informa-
tion from this user study (training data) was then used to optimize
the relevant parameters of our selection heuristic.

4. Fast and accurate brushing in scatterplots

Figure 2 provides an overview of the new brushing algorithm. We
use a simple click-and-drag interaction for sketching the data sub-
set to brush (click into the middle of the targeted data subset and
drag the pointer to the boundary of the subset). The start- and end-
point of this interaction provides us with a first hint concerning the
size of the data subset, which the user wishes to brush. Similarly to
the original Mahalanobis brushing technique [RSM∗16], we also
consider a circular data subset, centered around the start-point of
the interaction, and estimate the shape and orientation of the data
in this region by looking at the local covariance information. As an
improvement, we then start an iteration, until convergence, that re-
fines this data subset selection, based on the local covariance infor-
mation. After convergence, we eventually make a selection of data
points, based on the Mahalanobis distance, taking the local covari-
ance information into account. In the following, we go into more
details with respect to the individual components of our solution.

6

User interaction/sketching

(click and drag)

Brushing data points based on Mahalanobis

distance from the click point

Iterative refinement until the data sample converges.

(influenced by jittering size β)

α and β are optimized 

by the user study data

A circular area scaled by α is 

determined by the interaction

Initial Mahalanobis distance computation

Figure 2: Overview of our fast and accurate brushing technique:
the user clicks into the middle of the data subset to be selected and
drags the pointer to the border of the subset (sketching interaction);
iteratively, a selection of points around the click-point is chosen,
based on local covariance information, until convergence; a selec-
tion is made based on the Mahalanobis distance from the click-
point. Two parameters, α and β, related to the sample size, before
iterating, and to some jittering, stabilizing the technique, influence
the performance and we optimize them using our user study.

Since the Mahalanobis distance, introduced by P. C. Maha-
lanobis in 1936 [Mah36], is central in our technique, we briefly
review it here. It is based on the correlation between data variables
and helps with the identification and analysis of patterns in the data.
It is unit-less and scale-invariant, which is a useful way for deter-
mining the similarity of an unknown sample to a known one. It
differs from the Euclidean distance in that it measures with respect
to the available data. Mathematically, the Mahalanobis distance be-
tween vectors a and b is defined by

dΣ(a,b) =
√

(a−b)>Σ−1 (a−b) (1)

where Σ is the covariance matrix of the sample (its diagonal ele-
ments consist of the variance of each variable and the off-diagonals
are the mutual covariances). The location of equal Mahalanobis dis-
tances forms an ellipse around the sample mean (in 2D).

The click-and-drag interaction, which we use to sketch the data
subset to be selected, provides two locations that subsequently are
essential as input to our technique, i.e., the click-point s = (sx,sy)

>

and the end-point of the drag-interaction e = (ex,ey)
>.

4.1. Mahalanobis distance computation

Our technique is based on the approach to only consider the local
covariance structure of a data subset around the click-point s. It is
an important part of our overall approach to determine, which data
subset should be used for this computation. In our technique, we do
two steps to get these sample points.

Initially, we consider a circular area with the radius α · dE(s,e),
where α is a weighting factor and dE(s,e) is the Euclidean distance
between s and e. All points within this circle are used to compute
the first instance of the local covariance information, Σ1.
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Figure 3: Illustration of the convergence process: Initially, points in a circular neighborhood (red points on the left) are used to compute
Σ1 (illustrated by the ellipse); this leads to a new selection (red points in the 2nd panel) and the computation of Σ2; the ellipse in panel #3
illustrates Σ10 and the one on the right Σ100 (converged). Shades of red show points which are weighted, accordingly.

Next, we consider all points within a Mahalanobis ellipse, based
on Σ1 and sized according to dΣ(s,e). This usually leads to a new
data subset, which is similar but still different from the data sub-
set as determined by the initial circle. Usually, this new subset is
already a better approximation of the data subset to be brushed.
To obtain an even more reasonable sample, we refine the sample
iteratively by replacing them with the points in the Mahalanobis el-
lipse which is updated every iteration according to the samples in
last iteration. Most often, we observe a quick convergence of this
process. However, it can happen, that small fluctuations appear, for
example, between two selections that replace each other, iteratively.
Therefore, we stabilize the convergence by enabling the partial con-
sideration of data points around the click-point, leading to a solu-
tion that is then based on a weighted covariance matrix [Gou09].

4.2. Weighted covariance matrix

In a weighted sample, each vector xi is assigned a weight ωi ≥ 0.
Without any loss of generality, we assume normalized weights:

∑ωi = 1 (2)

Then the weighted mean vector x̄ is given by

x̄ = ∑ωi xi (3)

and the elements Σ jk of the weighted covariance matrix Σ are

Σ jk =
1

1−∑ω2
i
∑

i
ωi(xi j− x̄ j)(xik− x̄k) (4)

In our solution, we use an impact factor εi,0 = ε = 0.95 that we
apply to all the initial samples (as well as 0 to the remaining points).
During the iteration, we update the impact factor for the points in
the current Mahalanobis ellipse as follows:

εi,n = εi,n−1 + ε
n+1 (5)

where n is the number of the iteration.

In order to obtain the weights, we normalize the impact factors:

ωi =
εi,n

∑ j ε j,n
(6)

The above described mechanism achieves the following: with more
iterations (growing n), the relative update of the impact factors (af-
ter normalization) decreases increasingly (the powers of ε

n+1 drop
below 1/3 already after 20 iterations), suppressing any possible
fluctuations and securing convergence at a high-quality result.

We considered to also optimize the value of ε, but found this
unnecessary, because its specification could be determined by the
number of iterations, which seemed to be more than sufficient to
guarantee a good result (20 iterations is on the safe side). After
convergence, the points with a positive impact factor are used to
calculate the final, weighted covariance matrix Σ.

Figure 3 shows the weights by using different shades of red. We
can clearly see that the points which are stable in the Mahalanobis
ellipse are shown in darker red.

In certain situations, the covariance matrix can be singular, also
(in particular, when all sample points are along a line) and no 2D
Mahalanobis distance can be computed in such a case. We thus
add a small jittering (scaled according to β) to the sample points to
avoid this situation. The random jitter used in our work is based on
a Gaussian distribution with the mean of 0 and the standard devia-
tion of 1 pixel.

4.3. Selecting a data subset using a selector

Based on the converged covariance matrix, a selector is used to de-
termine the actually brushed data points. The selector is also based
on the weighted covariance matrix Σn: We use the Mahalanobis el-
lipse, according to Σn, that corresponds to point m = s+α(e− s).
Accordingly, the set of all brushed points is defined as

{xi | dΣn(s,xi)≤ dΣn(s,m)} (7)
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Figure 4: Selecting data points, based on the local, weighted co-
variance information: s and e denote the start- and end-points of
the click-and-drag interaction; the ellipses illustrate Σn. m lies on
the Mahalanobis ellipse which acts as the eventual selector.

Figure 4 shows contours of the selector, selecting all green points
based on s and m (all points within the Mahalanobis ellipse, which
corresponds to location m).

5. User study

The new brushing technique has two not-yet-optimized parameters:
α (the size of the circular area determining the initial sample, influ-
encing also the selector) and β (jittering size). In order to achieve
as accurate as possible brushing, we conducted a user study to get
information about how users would use our technique to brush and
what they actually wanted to select from the dataset (ground truth).
Based on this information, we then did an optimization of α and β.
In the following, we provide details about this user study.

5.1. Study datasets

In our user study, we used six representative datasets as shown
in Figure 5. In order to use as representative datasets as possible,
we looked at a variety of sample data and according scagnostics.
Scagnostics is short for Scatterplot Diagnostics, first mentioned by
John and Paul Tukey [TT88] to help characterize scatterplots and
find interesting structures according to density, skewness, shape,
outliers, etc. Wilkinson et al. [WAG05] revived the topic and imple-
mented concrete measures in the R package scagnostics. We wished
to choose sample datasets with mutually as different as possible
scagnostics, aiming at a healthy spread of scatterplots of different
type. Accordingly, we chose four scatterplots (A, B, C, D) from the
Boston Housing data [HR78], which consists of 14 variables and
91 different scatterplots, that had maximally different scagnostics
from each other. We then complemented this set of four datasets
with two additional ones: E shows Gauss-type clusters (standard
case) and F is a path-based spectral clustering dataset (particularly
difficult case due to the bent, elongated outer cluster).

5.2. User study process

Our user study consisted of three parts:

In the first part, all users were asked to look at a scatterplot. Then
they were instructed to choose a particular data subset according to
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Figure 5: Overview of the six datasets that we used in the user
study: A–D show Boston housing data (with as different scagnostics
as possible); E shows Gaussian clusters and F shows path-based
spectral clusters (as a particuarly difficult case).

a question that was posted along with the scatterplot—we used one
out of three questions in any case: choose a large cluster, choose a
small cluster, and choose an elongated cluster.

Then, the users were asked to use a lasso to accurately select the
points which they had choosen in the first step. This was done in
order to record the user’s brushing goal (later used as ground truth
during the optimization).

In the last step, the users were required to use our new technique
to select the same points which they had already selected in the
second step. To do so, the users had to click on the center of the
points to choose and then drag the pointer, while holding down the
button of the mouse to the border of the points, and then release to
finish the selection.

In the user study, we recorded all points selected by the lasso (the
brushing goal), the sketching interaction (i.e., the start point and the
end point of our new brushing technique), and the time spent on
the interaction(think time is not included) during both of these two
techniques. 50 individuals, all students or employees from the Uni-
versity of Bergen, Norway, participated in our study. Each one was
asked to do 12 selections (six different datasets and two different
questions each). We formulated two questions for each dataset in
advance based on our perception of the datasets. Before the users
were doing their selections, we presented our new Mahalanobis
brushing in a training session, where we showed the main features
by examples of brushing a test dataset. These sessions took approx-
imately 10 minutes and the participants were free to interrupt for
questions and to take over the software to experiment with the new
brushing technique until they were comfortable to do the study.

6. Optimization

Figure 6 demonstrates the influence of α on brushing results com-
pared to the user goal (encoded by color). The true positives (cor-
rectly brushed), true negatives (correctly not brushed), false posi-
tives (falsely brushed) and the false negatives (falsely left out) are
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Figure 6: Demonstration of the influence of different values of α:
too small values of α will underselect, while too large values will
overselect.

colored in yellow, white, pink and purple, accordingly. The green
line is the diameter of the circular area determined by the user
sketch. We can easily see that there are more false negatives when
α is too small (left). Conversely, more false positives appear when
the value of α is too big (right). Concerning β, we need a suffi-
ciently large β (to avoid a singular covariance matrix), while also
β is bound to be small: with steadily increasing values of β, the
structure of the brushed data gets increasingly diluted (for really
large values of β, the Mahalanobis distance basically degenerates
to Eucledian distances.

In the user study we collected 600 selections, of which we ran-
domly chose 400 as training data, leaving 200 selections for the
validation. In order to compare the similarity between the selection
goal by the user and the corresponding results by our technique, we
used the Dice coefficient as a cost function. The Dice coefficient
is a similarity measure related to the Jaccard index, developed by
Lee Raymond Dice [Dic45]. For sets X and Y, and the estimated
parameters α and β, the coefficient can be defined as

s(α,β) =
2 |X ∩Y |
|X |+ |Y |

where |X | and |Y | are the cardinalities of the two sets. In our data
training, X is the result of our brushing technique and Y is the user
goal. In the case of optimal agreement, i.e., X=Y, s(α,β) equals 1,
while in the case, where X and Y do not overlap, s(α,β) = 0.

After collecting the ground truth (lasso data) from the user study
as well as the click- and release-points from the sketching interac-
tion, we were able to conduct a numeric optimization of α and β

according to the following procedure, not involving the users any-
more: Based on a particular choice of α and β, we execute our
selection heuristic, using the datasets from the user study and the
recorded interaction data, leading to a particular X(α,β)—this was
then straight-forward to compare to Y (always the same, of course),
leading to s(α,β), accordingly. We started with a large matrix of
systematically different combinations of the two parameters, cov-
ering a domain, which for sure was big enough. Inspecting the s-
values for all these combination lead us to further examining a more
detailed subset of the parameter space (basically, we refined our
optimization hierarchically, doing the refinement manually). Even-
tually, we ended up with the following optimal values for both pa-
rameters when obtaining a highest overall accuracy of 400 training
selections: α = 1.05 and β = 11 (wrt. a view size of 800×800).

FN (both), –, 4.83%; purple 

TP (both), +, 66.91%; yellow TP (new),  
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15.69%;  
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Figure 7: Statistics of the comparison between our technique and
the original Mahalanobis brushing based on the user’s goal (de-
tails in the text).

7. Detailed discussion of accuracy

After the parameter optimization, we obtained the optimal value of
α and β for our brushing technique (α = 1.05 & β = 11). Based on
this, we did a quantitative accuracy comparison with the previously
published Mahalanobis brush [RSM∗16] using the interaction in-
formation from our user study. Figure 7 shows a Venn-diagram-like
visualization of this comparison.

The area surrounded by the dashed line represents the user goal,
accumulated over all selections. The area surrounded by a solid line
represents the brushing results by our technique while the dotted
line surrounds the results by the old Mahalanobis technique. Same
areas correspond to same numbers of brushed data points.

We calculated the percentages of how many data points fall in
each of the eight possible overlap regions between the user’s goal,
our brushing, and the original brush after accumulating over all
cases (the all-negative region corresponding to the overall context
of points outside of all selections was left out from the visualiza-
tion). The colors used in this visualization correspond also to the
colors of points in the other scatterplots in this discussion section:

• least interesting are yellow points (both brushing technique suc-
ceed to select the point correctly (both true positive), purple
points (both brushing techniques fail to select), and pink points
(both techniques select falsely).

• more interesting are green points (the new technique succeeds,
while the original fails), blue points (the original technique se-
lected falsely, while the new one does not), orange points (the
new technique fails to select, while the original did), and red
points (the new technique selects falsely, while the original did
not)—assuming the perspective of this paper, green and blue
points are very good (better than the original)!

Based on the percentages as presented in Fig. 7, we can calculate
the overall accuracy for the original technique to be ≈65% and for
the new technique to be ≈92% (the very positive areas, green and
blue, are significantly larger than the very negative results, orange
and red). Next, a few cases are discussed in detail.
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Figure 8: Left: A visualization of how certain selected cases from the user study deviated in terms of accuracy. Right: Six (most extreme)
cases of suboptimal matches between the user’s goal and the new brushing technique (details in the text).

Figure 9: An example of a good match between the user’s goal and
the new brushing technique.

7.1. Good case analysis

Figure 9 shows a typical situation—our method performs very well,
based on the weighted covariance information, but the original Ma-
halanobis brush results in a clearly worse selection (note the many
blue points, i.e., points, which the original technique falsely selects,
while the new technique does not).

7.2. Bad cases

Figure 8 (left) shows a scatterplot with statistical information for
each selection result (with respect to the ratio of false negatives to

our brushing result and false positives to the goal). Most results lie
in the bottom-left corner (the good corner), only a few results show
significant numbers of false negatives / false positives. We choose
six cases, highlighted by red points in the scatterplot for a detailed
analysis, shown also in detail on the right in Figure 8:

Case 1: Details of the user’s interaction have a big influence
when selecting very small subsets (here, the start point of the user
interaction deviates a bit from the center point of the target cluster,
leading to a bad performance in this case).

Case 2: Here, the new technique is too conservative and selects to
few points (the old technique tends to select more circular regions).

Case 3: For scatterplots with linear structures that also are close
to each other, our techniques selects wider clusters than what users
seemingly wish (in this data, several users wished to select individ-
ual “lines” of data points).

Case 4: Here, we think that it is close to impossible to correctly
predict the user goal computationally.

Cases 5 and 6: In both cases, the user wished to select the outer
ring—something, which is by design impossible with our (linear)
selection technique (the click-and-drag interaction gives too little
information to correctly select such “advanced” clusters).

8. Discussion, conclusion, and future work

In this paper, we have made a serious attempt to contribute an im-
provement to a central procedure in many modern visual analytics
solutions, i.e., to brushing (scatterplots). We have described and
exercised an approach, which is all-too-little seen in the visualiza-
tion literature, i.e., a user study based optimization of visualiza-
tion parameters (here the crucial parameters of the new interaction
technique). We could demonstrate, quantitatively, that we signifi-
cantly improve the accuracy of Mahalanobis brushing from ≈65%
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to ≈92%, while still using a very fast interaction technique (click-
and-drag, the average time spent is only 41% of Lasso in our user
study).

After the completion of this study, we now also have a better un-
derstanding of the influence of the two optimized parameters, α and
β, which consequently could lead to a further improved approach.
With respect to α (scaling parameter for the selection), we clearly
see the need for an optimization as we performed it, but it may be
advisable to search for an improvement of the actual optimization
technique in order to compensate the stochastic influence of the
jittering on the results (without having worked through the com-
plete cycle yet, we see indications that one should arrive at a very
similar, optimal value of α). With respect to β (amount of jitter-
ing), we found out that β really needs to become substantially large
(like 100, or so), before a measurable negative impact is clearly
detectable—as long as a small, non-zero value of β avoids the sin-
gularity of the covariance matrix, the results are good.

In terms of efficiency, it only costs 20ms for the computation of
brushing 2000 points, which enables the user obtain the brushing
result in real time. We see the potential that this work can motivate
others to follow a similar approach in their visualization research,
i.e., to do an automatic optimization of visualization parameters,
based on data from a corresponding user study.

Certainly, we see several opportunities for future work, including
• extending our principal approach to other views and according

brushes
• further improving the selection heuristic by including kernel

density estimation to even better delineate the sample for com-
puting the selection [R∗56, Par62]
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